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CFT/ADS

The ads/Cft correspondence has revolutionized 
how we think about quantum gravity and 
strongly coupled field theories.

Because the system is more classical in the AdS 
setup, this side of the correspondence usually 
receives more attention: we need to solve 
supergravity equations of motion.

The CFT will get all the attention in this talk: 
we will try to derive ADS.



Outline

superconformal field theories 101

classical BPS states and the chiral ring.

Monopole operators and the moduli space of vacua of 3d field 
theories

quenched wave functions and geometry of eigenvalue 
distributions

Emergent geometry: locality, metric



SCFT 101
• Conformal field theories are characterized by having a larger 

symmetry than Lorentzian.

• They admit rescalings of  the metrics.

• These rescalings can be generalized to requiring Weyl covariance.

gµν(x)→ exp(2σ(x))gµν(x)



Instead, for Euclidean conformal field theories one usually 
considers the correlations of  local operator insertions.

〈O(x1)O(x2) . . . 〉

The collection of  these numbers determines the theory.

Conformal field theories have infrared problems that 
make the definition of  an S-matrix problematic.



Superconformal algebra

−1 Kµ
−1
2 Si

α

0 Mµν ∆ Rij
1
2 Qj

α

1 Pµ

Dimension

In d=4, R-charge is 
U(N) or SU(4) 

In d=3 R-charge is
SO(N)

The list of operators is classified by 
representations of this algebra: discrete, labeled

by scaling dimension



{Qi
α, Sjβ} = aδij 1
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β

These are the most important
commutation relations

If  N=1 SUSY in d=4, or N=2 SUSY in
d=3, we can use the standard 

superspace



Dα =
∂

∂θα
+ iσµ

αβ̇
θ̄β̇∂µ = Qα + 2σµ

αβ̇
θ̄Pµ

Supersymmetric vacua are annihilated by P and Q, but can 
break conformal invariance.

Similarly, we can use the supersymmetry of the vacuum to show that

〈0|DαO(x, θ, θ̄)|0〉 = 〈0|[Qα +2σµ

α̇β̇
θ̄Pµ,O(x, θ, θ̄)]|0〉 = 0 = Dα〈0|O(x, θ, θ̄)|0〉 (3.6)

In this equation Q, P are operators, while the θ, θ̄ are parameters and therefore Q, P
do not act on them. Similarly we can show that D̄〈0|O(x, θ, θ̄)|0〉 = 0.

This shows that on the moduli space of vacua the superfields that can get vacuum
expectation values are both chiral and antichiral (they are annihilated by both D, D̄).

If the operators are already chiral, the antichirality of the vacuum expectation value
is a property of the vacuum solution, but not of the general correlator of operators.

Moreover, if a superfield can be written as

O(x, θ, θ̄) = {Dα, G(0, θ, θ̄)} (3.7)

then the same type of manipulations as done show that the expectation value of O
vanishes.

This is why the order parameters of a vacuum manifold can be parametrized by
equivalence classes of chiral operators: the cohomology of D̄. Also, the product of

two chiral operators at different positions is chiral and independent of the position.
This is,

〈0|O(x1, θ, θ̄)i∂x2O(x2, θ, θ̄)|0〉 = 〈0|O(x1, θ, θ̄)[P,O(x2, θ, θ̄)]|0〉 (3.8)

= 〈0|O(x1, θ, θ̄)[{Dα, D̄α̇},O(x2, θ, θ̄)]|0〉

= D̄α̇〈0|O(x1, θ, θ̄)[Dα,O(x2, θ, θ̄)]|0〉

= 0.

The last line follows from a simple generalization of (3.7) for the case where we
have many x coordinates. The upshot is that vacuum expectation values of products
of chiral operators are independent of the positions of the insertions. The Cluster

decomposition principle guarantees that the expectation values can be computed in
the limit where we separate the operator insertions infinitely away from each other:

the vacuum expectation values factorize. And thus the operators that belong to the
cohomology of D̄ have a ring structure in their vacuum expectation values. This is

the chiral ring of the theory. Here we are paraphrasing the arguments found in [25]
applied to a three dimensional setup.

Having the chiral ring gives the vacuum manifold a complex structure: the
vacuum expectation values of the chiral ring operators are complex coordinates

parametrizing the vacua. Since the algebra of vacuum expectation values of the
chiral ring is commutative, we find that the moduli space is characterized exactly by

(one-dimensional) representations of this chiral ring algebra. This is the main reason
why supersymmetric vacua are well described by algebraic geometric structures.
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Easy to show that

Vacuum vevs are both chiral and antichiral
on-shell superfields.



Off-shell chiral operators form a ring under OPE
 on any SUSY vacuum.

Chiral operators are lowest component of
chiral (composite) superfields.

This ring is called the chiral ring

Holomorphy: chiral ring vevs completely 
characterize all SUSY vacua (order parameters).



Operator-state 
correspondence

Assume you have added an operator
at the origin in an euclidean CFT

ds2 = r2

(
dr2

r2
+ dΩ2

)

Conformally Weyl rescale to 
remove origin. 

dt2 + dΩ2

t = log(r)



The origin is characterized now by the infinite 
‘past’.The presence of  the operator becomes a 

boundary condition in the time coordinate.

How do we know we inserted an operator?



O(0) ∼ |O〉

ds
2 = r

2

(

dr2

r2
+ dΩ2

3

)

1

Weyl Covariance requires that Hamiltonian
in radial time is scaling dimension

In Lorentzian systems a time boundary condition is an initial 
condition: to an operator one can associate a state in the 

theory.



Dictionary between states and 
operators

States Operators

Angular momentum spin

Energy dimension

R-charge R-charge



Unitarity on the cylinder

S ! Q†

K ! P †
Q,P raise energy (dimension)

K,S lower energy

All representations are characterized by
a lowest energy state (superprimary)

Annihilated by S,K



Commutation relations + unitarity
 Gives BPS bound

{Q, S} = H ±R± Lz ≥ 0

Chiral ring states are equivalent to
states such that

H = R

Saturate BPS inequality.



Classical states
Symmetries of  cylinder make hamiltonian 

methods very useful.

Instead of considering quantum BPS 
states, one can consider classical states 

that saturate the BPS inequality 
(These are bosonic)

Coherent states in quantum theory: superposition
of  quantum states with different energies. 



BPS equations
Two cases:

4d SCFT

3d SCFT

H ! F 2
µν + Π2 + |∇φ|2 + |φ|2 + V (φ)

H ! |Π2| + |∇φ|2 +
1
4

|φ|2 + V (φ)

Conformal coupling to metric on cylinder

+F 2
µν

Gauge dynamics is first order (Chern 
simons) Schwarz: hep-th/0411077



R ∼ φΠ− φ̄Π̄

With some normalization

H −R = Sum of squares



4d

φ̇ = ±iφ

∇φ = 0
Fµν = 0

D = 0
F = 0

First order equations
Field is constant on sphere
Glue is trivial

Vacuum equations 
of moduli space.

Complete solution: initial condition is one 
point in moduli space

DB: hep-th/0507203, 0710.2086
Grant,Grassi,Kim,Minwalla, 0803.4183 



Notice that momenta are linear in
fields for BPS solutions.

Quantization on BPS configurations moduli space gets 
quantized: Pull-back of  Poisson structure to BPS 

configurations is Kähler form

Chiral field Poisson brackets commute

Anti-chiral fields are canonical conjugate

Πφ ! ˙̄φ ! φ̄



Holomorphic polarization

ψ(φ) = P (φ)ψ0

Specialize to N=4 SYM
[φi, φj ] = 0 = [φi, φ̄j ]

Fields are commuting matrices: diagonalized by gauge transformations

N particles on  C3

P invariant under permutation of  eigenvalues: 
remnant discrete gauge transformation.

Same answer as perturbation theory



3D: non-perturbative

φ̇ = ± i

2
φ

∇φ = 0

First order

Spherically invariant

Potential is sum of  squares, must vanish:
classical point in moduli space.

Covariantly constant bifundamental scalars requires that 
gauge flux for the two gauge groups is the same

F 1
θφφ− φF 2

θφ = 0



Non-trivial gauss’ law constraint

κΦ
2π

= Qgauge

Gauge field configurations can be non-trivial: one is 
allowed spherically invariant magnetic flux. This
carries also electric charge, cancelled by matter.

Magnetic flux is already quantized at the classical level!

Borokhov-Kapustin-Wu: hep-th/0206054

Attiyah-Bott, 1982



These configurations are magnetic 
monopole operators

Non-perturbative: quantization of  flux.



ABJM model

U(N)k × U(M)−k
A1,2(N, N̄)
B1,2(N̄ , N)

Vµ, σ, ψ, D

Vector superfields are auxiliary

Aharony, Bergmann, Jafferis, Maldacena 0806.1218

Benna, Klebanov, Klose, Smedback 0806.1519

N=2 Superspace formulation



Superpotential: same as Klebanov-Witten conifold

Also a potential term of  the form

|[σ, A]|2 + |[σ, B]|2

The equations of  motion of  D are

kσ1 + AĀ− B̄B = 0
−kσ2 + BB̄ − ĀA = 0

These relax D-term constraints relative to 
four dimensional field theory with same superpotential.



Full moduli space for single brane is four-
complex dimensional.

One can check that moduli space is 
essentially N particles on C4

Parametrized by unconstrained 
diagonal values of  A,B

Some extra topological subtleties



Precise monopole spectrum:
holomorphic quantization

kn = m1 + m2 − n1 − n2

(A1)m1(A2)m2(B1)n1(B2)n2

Gauss’ constraint reads

For each eigenvalue

Naively gives the holomorphic coordinate ring of  

ABJM,
D.B, Trancanelli, 0808.2503

SymNC4/Zk



There is a catch:

Only differences of  fluxes between gauge groups need to 
be integer: topological consistency of  A,B fields. Are only 

charged under difference of  fluxes.

We can have fractional flux on all eigenvalues 
simultaneously: only for

U(N)xU(N) theory

D.B.,J. Park: 0906.3817
C.S. Park 0810.1075

Kim, Madhu: 0906.4751

Zk → M
↓

SymN (C4/Zk)



The extra elements of chiral ring
carry a discrete charge: the amount of 

fractional flux.

In the AdS dual, this charge is a non-trivial 
homology torsion cycle corresponding to d4 

branes wrapped on CP2



ABJM orbifolds
Douglas-moore procedure on quiver.

Abelian case: BKKS, Imamura,Martelli-Sparks, 
Terashima,Yagi, ...

Careful study along same lines shows

C4/Zkn × Zn

Non-abelian case: D.B, Romo

C4/Zk|Γ| × Γ
Crucial that Chern Simons levels are proportional to 

dimension of  irreps of 



Standard bulk brane monopole is d0-brane

Branes fractionate at singularities

Fractional brane charges are mapped to 
gauge flux on each U(N) (first chern classes)

Fractional brane R-charge requires flux on 
shrunken cycles: the hopf fiber is non-
trivially fibered. (See also Aganagic 0905.3415)

Match to ads



Quenched wave functions

ψ0Ground state wave function

other degrees of freedom?

What can be computed?

Strong coupling



Some things to notice

Description of  BPS states is valid classically for any value 
of  the coupling constant different than zero.

Should be valid at strong coupling too.

Provides a route to understand some aspects of
strong coupling physics.



A quenched 
approximation

Look at spherically invariant configurations first (those 
that are relevant for BPS chiral ring states).

These are only made out of  s-wave modes of  scalars on  
the sphere.

Dimensionally reduce to scalars.



where the nk denote multi-indices. These are conjectured to be eigenstates of the

Hamiltonian of energy
∑

j

|nj | , (2.22)

above the ground state, which are moreover approximately orthogonal in the large N
limit [3]. This follows from identifying these states with the corresponding graviton

states in the N = 4 SYM theory. These give an approximate Fock space of oscillators,
one for each multi-index, on which one can take coherent states. These coherent

states can be analyzed using similar techniques as those used above, and they give
wave-like shape deformations of the five sphere, also with singular support in the
embedding space R6.

3. A saddle point approximation to BMN state energies

Now we want to use the results of the last section to calculate energies of stringy
modes in the CFT. For this, we need an explanation of how the other modes of the
SYM theory decouple to obtain the matrix model of commuting matrices. To do

this we need to begin with the N = 4 SYM theory compactified on a round S3. We
obtain the following action for the scalars

Ssc =

∫

S3

dΩ3 dt tr

(

6
∑

a=1

1

2
(Dµφ

a)2 − 1

2
(φa)2 −

6
∑

a,b=1

1

4
g2

Y M [φa, φb][φb, φa]

)

. (3.1)

The mass term for the scalars is induced by the conformal coupling of the scalars to
the curvature of the S3, which is chosen to have radius equal to one. This also sets
the scale for time derivatives. With this normalization, the volume of the S3 is 2π2.

To study BPS configurations, one needs to concentrate on the constant modes
of the φas, while keeping every other mode in the vacuum. This gives an effective
reduction to a gauged matrix quantum mechanical model of six Hermitian matrices.

This model, after rescaling the matrices to have a kinetic and quadratic potential
term as in the last section, is of the following form

Ssc =

∫

dt tr

(

6
∑

a=1

1

2
(DtX

a)2 − 1

2
(Xa)2 −

6
∑

a,b=1

1

8π2
g2

Y M [Xa, Xb][Xb, Xa]

)

. (3.2)

We will work with this dimensionally reduced model (slightly modified) in what

follows.

The matrices at this point are not required to commute. If we diagonalize X1,
and under the assumption that its eigenvalues are of order

√
N (as calculated in

the previous section, and also as expected from usual matrix integrals), we find that
by putting vevs in the interaction term coming from the commutators, the effective
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Eigenvalues are of  order 

P, N, π, ρ, K, Ξ, Σ, Ω

φ̇ = iRφφ

Fµν = 0,∇φ = 0, F = 0, D = 0

M = SymNV

√
N

N2

λN2

1

P, N, π, ρ, K, Ξ, Σ, Ω

φ̇ = iRφφ

Fµν = 0,∇φ = 0, F = 0, D = 0

M = SymNV

√
N

N2

λN2

1

P, N, π, ρ, K, Ξ, Σ, Ω

φ̇ = iRφφ

Fµν = 0,∇φ = 0, F = 0, D = 0

M = SymNV

√
N

N2

λN2

1

P, N, π, ρ, K, Ξ, Σ, Ω

φ̇ = iRφφ

Fµν = 0,∇φ = 0, F = 0, D = 0

M = SymNV

√
N

N2

λN2

1

Potential dominates

Naive estimate:



Natural assumption:

Physics is dominated by minimum of  potential.
We then expand around those configurations.

Produces an effective model of  gauged commuting matrix 
quantum mechanics. 

Off-diagonal elements are `heavy’.



One can use gauge transformations to diagonalize matrices. 

dynamics where we also include the time derivatives of the matrices (this doubles

the number of matrices effectively).
The Hamiltonian will look as follows

H =
1

2
tr(Π2

j) +
1

2
tr((Xj)2) (2.2)

Because we have a SU(N) action which leaves the model invariant, we can gauge
this SU(N) action, and we can ask about the singlet sector of the matrix model. This
is the model we will concern ourselves with.

Because we have this SU(N) action on the matrices, we can exploit the fact that
the matrices X i are hermitian to use a SU(N) transformation to diagonalize any

one of the X matrices, let us say X1. Because the matrices commute, they can be
diagonalized simultaneously, so if we diagonalize X1, we diagonalize all others at the

same time.
This reduces the number of degrees of freedom to the eigenvalues of the matrices.

Indeed, for each diagonal component of the matrices X i
jj we can associate a 2d vector

of egenvalues
!xj ! (X i

jj) (2.3)

In this form we have removed all of the infinitesimal gauge transformations on the
X. However, there are global transformations which permute the eigenvalues of the

matrices at the same time. These gauge transformations permute the vectors !xj into
each other. Because of this fact, wave functions have to be symmetric under the
permutations of the vectors !xj .

The system can thus be interpreted as set of N bosons on a space with 2d
dimensions (or a 2d dimensional phase space).

If we treat the system classically, we can use a diagonal ansatz to find solutions of
the dynamical system. Under these assumptions we find N free harmonic oscillators

in 2d dimensions, which should be treated as N identical particles (bosons) on a 2d
dimensional harmonic oscillator.

Quantum mechanically, we can not do that immediately. This is because there

are measure factors that arise from the volume of the gauge orbit, and which affect
the dynamics of the system. This measure factor has been computed in [?], so that

µ2 =
∏

i<j

|!xi − !xj |2 (2.4)

and the reduced hamiltonian is given by

H =
∑

i

− 1

2µ2
∇iµ

2∇i +
1

2
|!xi|2 (2.5)

We are now interested in studying the ground state wave function of the system
and solving the system in the thermodynamic limit. It turns out that

ψ0 ∼ exp(−
∑

!x2
i /2) (2.6)
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One can compute an effective Hamiltonian
by calculating the induced  measure on the eigenvalues and 

getting the correct Laplacian. 

DB, hep-th/0507203



The problem reduces to a system of  N bosons in six 
dimensions, with a non-trivial interaction induced by the 
measure and a confining harmonic oscillator potential.
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Solve the Schrodinger equation

Conformal coupling of  scalars to sphere
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is an eigenfunction of the above Hamiltonian. Since it is real and positive it is very

likely that it represents the ground state of the system. This will be orthogonal to
other wave functions of different energy by using the measure µ2. Namely, let ψ̃ be

another eigenstate of H with different energy. Then
∫

∏

dxi
jµ

2ψ̃∗ψ = 0 (2.7)

Also, vevs of observables will be evaluated with µ2, and this in general makes it

hard to do a calculation. It is convenient to perform a similarity transformation and
absorb a factor of µ into the wave functions, so that

ψ̂ = µψ (2.8)

and the measure factor associated to ψ is the usual
∏

dxi
j , which is N copies of the

measure for a single eigenvalue. Notice that µ is the square root of a function which
is symmetric in the exchange of all the vectors "xi. So if the particles are bosons with

respect to the measure µ, the particles given by the wave function ψ̂ are also bosons,
with the usual measure for each boson. This regularity, where we have N identical
copies of the measure factor of an individual boson, makes it possible to treat the

system thermodynamically, because we can place all bosons on the same phase space
and ask about the distributions of particles.

Now we want to study the large N limit of the distribution of these bosons for

the wave function ψ̂. If we square ψ̂, we get a probability distribution on the phase
space of the 2N particles. This is given by

|ψ̂2
0| ∼ µ2 exp(−

∑

x2
i ) = exp

(

−
∑

"x2
i + 2

∑

i<j

log |"xi − "xj |
)

(2.9)

The last term of the right hand side can be interpreted as partition function of a
gas of particles in an external quadratic confining potential exp(−βH̃), which has

logarithmic repulsion between the particles in 2d dimensions. In the thermodynam-
ics limit N → ∞, we believe that the bosons will form some type of continuous

distribution density ρ on the phase space of a single particle. The goal for us is to
determine the shape of ρ.

For d = 1, this is a Coulomb gas in two dimensions, and the problem can be

treated like a plasma. The particles move to cancel the electric field locally, and they
form a filled disc of finite radius. If the 2 dimensions are treated as a phase space,
the system can be related to a quantum hall droplet system of free fermions [?].

Now we will consider the case d > 1. The probability distribution is given by

|ψ̂2
0| ∼ exp

(

−
∫

d2dxρ(x)"x2
i +

∫

d2dxd2dyρ(x)ρ(y) log("x − "y)

)

(2.10)
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is an eigenfunction of the above Hamiltonian. Since it is real and positive it is very

likely that it represents the ground state of the system. This will be orthogonal to
other wave functions of different energy by using the measure µ2. Namely, let ψ̃ be

another eigenstate of H with different energy. Then
∫

∏

dxi
jµ

2ψ̃∗ψ = 0 (2.7)

Also, vevs of observables will be evaluated with µ2, and this in general makes it

hard to do a calculation. It is convenient to perform a similarity transformation and
absorb a factor of µ into the wave functions, so that

ψ̂ = µψ (2.8)

and the measure factor associated to ψ is the usual
∏

dxi
j , which is N copies of the

measure for a single eigenvalue. Notice that µ is the square root of a function which
is symmetric in the exchange of all the vectors "xi. So if the particles are bosons with

respect to the measure µ, the particles given by the wave function ψ̂ are also bosons,
with the usual measure for each boson. This regularity, where we have N identical
copies of the measure factor of an individual boson, makes it possible to treat the

system thermodynamically, because we can place all bosons on the same phase space
and ask about the distributions of particles.

Now we want to study the large N limit of the distribution of these bosons for

the wave function ψ̂. If we square ψ̂, we get a probability distribution on the phase
space of the 2N particles. This is given by

|ψ̂2
0| ∼ µ2 exp(−
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x2
i ) = exp

(

−
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"x2
i + 2

∑

i<j

log |"xi − "xj |
)

(2.9)

The last term of the right hand side can be interpreted as partition function of a
gas of particles in an external quadratic confining potential exp(−βH̃), which has

logarithmic repulsion between the particles in 2d dimensions. In the thermodynam-
ics limit N → ∞, we believe that the bosons will form some type of continuous

distribution density ρ on the phase space of a single particle. The goal for us is to
determine the shape of ρ.
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Wave function of the “Universe”

Probability density



Similar to a Boltzman gas of N Bosons in 6d with a confining 
potential and logarithmic repulsive interactions.
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are holomorphic functions on the moduli space of vacua of the theory, and they would

correspond exactly to symmetric holomorphic polynomials like P . This means that
these wave functions of the matrix model we have constructed, are at worst a really

good variational approximation to the true BPS wave functions.
Because the matrix model of commuting matrices was obtained via some ap-

proximations to a supersymmetric system, one can expect that there are going to be

additional corrections that compete with this small perturbation we have found and
that may fix the small discrepancy in satisfying the Schrodinger equation that we

are missing, while keeping the wave function shape in the way we wrote it. This is
only expected to work for BPS wave functions, where one can sometimes use holo-
morphy arguments to make exact statements. We see that above we have used all

the information we had on the polynomial P to get to this result, and that we have a
very reasonable set of wave functions to study. In [6] it was argued that these are the

exact BPS wave functions once we have discarded the additional gaugino spherical
harmonics on the S3 that can also contribute to the chiral ring. The natural reason

for discarding the fermionic oscillators at this stage is that they do not get excited
classical configurations.

For the rest of the paper we will concentrate on studying the holomorphic wave

functions described above and we will treat them as exact wave functions. It would
be interesting if this could be proved exactly by using supersymmetry arguments.

2.1 Thermodynamic behavior of the N-particle wave functions

We now have a list of wave functions to analyze. They are all built by multiplying

the ground state wave function ψ̂0 by a symmetric polynomial of the variables zi.
We now want to find out what type of geometry these wave functions are associated
to.

To begin, we want to study the ground state itself. We find that the square of
the wave function, which has a probabilistic interpretation, takes the following form

|ψ̂0|2 = exp(−
∑

i

"x2
i +

∑

i<j

log(|"xi − "xj |2) (2.25)

Notice the similarity between this probability function and a Boltzman distri-

bution exp(−βH̃) for a gas of particles in d dimensions, where β = 1 and H̃ =
∑

i "x
2
i −

∑

i<j log(|"xi − "xj |2, where the "xi are the positions of the particles. This is,

we notice that we have a gas of particles confined by a harmonic oscillator well, and
that also have repulsive logarithmic interactions. If d = 2 this is a Coulomb gas of
particles (a two dimensional plasma) in a potential well. For higher dimensions this

is a different problem.
If we are interested in a thermodynamic limit where N → ∞ (meaning N is

taken to be very large), then we can hope that the gas will settle to a preferred ther-
modynamic configuration that will maximize the probability distribution, and that
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Eigenvalue gas

Go to collective coordinate description:
joint eigenvalue density distribution.



ρ is positive (the density of bosons) and the total number of particles is N . This is
∫

ρ = N . Now, we want to evaluate the distribution ρ by a saddle point approxi-
mation. The idea is to treat the problem as a variational problem for ρ where we

want to maximize the value of |ψ̂2
0| which is our probability density. We impose the

condition of the number of particles as a constraint with a Lagrange multiplier. We
find that on the support of ρ

#x2 + C = 2

∫

d2dyρ(y) log(|#x − #y|) (2.11)

In general, one can show that for even numbers of dimensions the function log(#x−#y)
is proportional to the Green’s function for the operator (∇2)d, so that operating on

both sides of the equation with this operator one finds that for d > 1, ρ̂ vanishes.
This is incompatible with the constraint that

∫

ρ = N . This is what we find under

the assumption that ρ̂ is a smooth function.
What we find this way is that ρ̂ has singular support. Because of spherical

symmetry, one can make a simple ansatz for ρ which has singular support. One
takes a singular spherically symmetric distribution at uniform radius r0

ρ = N
δ(|#x|− r0)

r2d−1
0 V ol(S2d−1)

(2.12)

which has been properly normalized. One sees this by transforming the integral
∫

d2dxρ(x) to spherical coordinates.
Now we substitute this ansatz into 2.10, and minimize with respect to r0. Since

all particles end up at the same radius r0, the term with
∫

ρ(x)#x2 is easy to evaluate.

We find that this is equal to Nr2
0. The second term is harder to evaluate. This

requires integrating over relative angles. The term with the logarithm is equal to

log(r0(1−cos θ)) = log( for the relative angle between two points on the sphere. This
term can be written as follows

T2(r0) = N2

∫

d2dxd2dyρ(x)ρ(y) log(|#x − #y|) = (2.13)
∫

dΩ2d−1 dΩ′2d−1drdr′
δ(r − r0)

Vol(S2d−1)

δ(r′ − r0)

Vol(S2d−1)
(log(r0) + log(1 − cos θ))(2.14)

Notice that in the above equation, only the first term of the sum will depend on r0,
while the complicated angular integral will be in the second term of the sum. Thus
we find that T2(r0) is equal to

T2(r0) = N2 log(r0) + N2c (2.15)

where c is a constant, independent of r0. From here, we need to minimize the function

f(r0) = Nr2
0 − N2 log(r0) − N2c (2.16)
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Saddle point approximation:

which has been properly normalized. One sees this by transforming the integral
∫

d2dxρ0(x) to spherical coordinates.
Now we substitute this ansatz into (2.10), and minimize with respect to r0.

Since all particles end up at the same radius r0, the term with
∫

ρ0(x)"x2 is easy to
evaluate. We find that this is equal to Nr2

0. The second term is harder to evaluate.
This requires integrating over relative angles. The term with the logarithm is equal

to log[r0(1 − cos θ)] for θ the relative angle between two points on the sphere. This
term can be written as follows

T2(r0) = N2

∫

d2dxd2dyρ(x)ρ(y) log |"x − "y| (2.13)

= N2

∫

dΩ2d−1dΩ′
2d−1

Vol(S2d−1)2
drdr′δ(r − r0)δ(r

′ − r0) [log(r0) + log(1 − cos θ)] .

Notice that in the above equation, only the first term of the sum will depend on r0,
while the complicated angular integral will be in the second term of the sum. Thus

we find that T2(r0) is equal to

T2(r0) = N2 log(r0) + N2c , (2.14)

where c is a constant, independent of r0. From here, we need to minimize the function

f(r0) = Nr2
0 − N2 log(r0) − N2c , (2.15)

from where we find that

r0 =

√

N

2
. (2.16)

Notice that this result is independent of d. At first, this seems puzzling, but one

can argue that this is the correct result by calculating the force particle i exerts on
particle j in the direction normal to the sphere.

Looking at the figure 1, if the angle between the particles is 2θ, then the distance
between them is l = 2r0 sin θ. The net force is then 2/l pointed along the straight
line joining particles i and j. The normal to the sphere and this line meet at an

angle of π/2 − θ, and the force normal to the sphere from the particle at angle 2θ
(this force is pointing in the vertical direction in the figure) is then

F ij
v =

cos(π/2 − θ)

2r0 sin θ
=

1

2r0
, (2.17)

which is independent of the angle that particles i, j subtend on the sphere, so long
as they are both located on the sphere. This is why the result does not depend on
d: the angular distribution of particles (how many particles reside at angle 2θ) does

not matter to calculate the net force exerted on particle j.
The upshot of the above calculation is that the distribution of eigenvalues is a

singular distribution of particles. They form a thin shell of a sphere with radius r0

independent of d > 1. The radius is exactly
√

N/2.
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D.B., D. Correa, S. Vazquez, hep-th/0509015 

This geometric sphere on dynamical variables should be 
identified with dual sphere on AdS geometry.



Can also suggest origin of string scale: off-diagonal modes are 
massive and can be represented by lines joining eigenvalues
(points on the sphere): STRING BITS. Need to dress them 

with gravity (eigenvalues).

One can also verify string tension
(D.B, D. Correa, S. Vazquez)

Strings are built by exciting
 off-diagonal modes. The masses end 

up being related to the distances 
between eigenvalues: Coulomb branch 

masses.

Can reproduce plane wave limit and energies of  simple longer 
strings (giant magnons) directly 

from field theory.
D.B., D. Correa, S. Vazquez, hep-th/0509015 JHEP  0602, 048 (2006)

LOCALITY!



Coulomb branch dynamics means we can also use magnetic 
excitations for the off-diagonal modes.

Reproduce D-string giant magnon energies and check S-
duality.



Distances between eigenvalues again determine
 spectrum, but now we keep  finite as N is taken 

large.

S-duality transforms both the ‘t 
Hooft coupling and . We have 

correct states to match to S-dual. 
(Calculation of masses is due to Sen ’94)

m̃2
ij = 1 +

h(λ)|p− qτ |2

4π2
|x̂i − x̂j |2 .



We find the following functional relation
by requiring consistency with S-duality

g

(
y

|τ |2

)
= g(y)

The only function that can do this is 
constant: non-renormalization theorem 
for giant magnon dispersion relation.

h(λ) = λg(1/λ)

D.B., D. Trancanelli arXiv:0904.0444



For ABJM:

Reproduce perturbative results by 
semiclassical methods

h(λ) Is not constant

no S-duality to bootstrap it

D.B., D. Trancanelli arXiv:0808.2503

Geometry of M-theory fiber can only be 
understood non-perturbatively: locality on this 

circle can not be argued by masses of states.



Conclusion
It is interesting to study Classical 
solutions of conformal field theories on 
sphere: coherent state ‘operators’ 

Determine chiral ring spectrum including 
non-perturbative monopole operators

The best way to understand topology of 
moduli space in 3d field theories: no 
guessing

Fractional flux correction to moduli space



Suggest a quenched approximation for 
strong coupling regime

In 4d theories can reproduce sasaki-
Einstein metric*, locality, giant 
magnons for (p,q)-strings

3d geometry is more mysterious and 
renormalized

* Extra input- D.B, S. Hartnoll (0711.3026)



Can wave functions be studied more systematically? 
(Corrections)

How does this self-quenching break down?

emergent Locality implies one can ask questions about 
quantum gravity more precisely

Small black holes? Time warping? AdS locality? 

M-theory still harder: can not avoid discussion of 
non-perturbative physics. 

Questions


