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From Feynman integrals
to the Hopf algebra

of multiple polylogarithms
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Scattering amplitudes in QFT
• State of the art:

➡ Tree-level: essentially solved (except multi-leg amplitudes).

✓ Integral basis (boxes, triangles, bubbles)
✓ Essentially solved

๏ Two-loop amplitudes in general not known.
๏ No two-loop integral basis known.

➡ One loop: 

➡ Two loops: 



• Why are multi-loop computations so difficult..?

Multi-loop computations

• Quantities are divergent:
➡ UV & IR divergences.

• Two-loop integrals are generically polylogarithms of weight 
4 in many external physical parameters.
➡ multiple polylogarithms.
➡ need to evaluate these functions numerically in a fast and 

efficient way, including all the branch cuts, etc.

• In other words, polylogarithms and their generalizations 
are everywhere!

➡ Need to understand these functions!
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• The final goal is to obtain an expression of the loop 
integrals in terms of 
➡ Transcendental numbers: mutliple zeta values, log 2, etc.
➡ Transcendental functions: a whole zoo was discovered

The life-cycle of a loop computation

★ (Classical) polylogarithms:
★ Harmonic polylogarithms.
★ 2d harmonic polylogarithms.

★ All these are just special classes of multiple polylogarithms.
★ Elliptic functions.

• In this talk: will concentrate exclusively on polylogarithms.

★ Cyclotomic harmonic polylogarithms.
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• Recursive definition of multiple polylogarithms:

Lin(z) =
Z z

0

dt

t
Lin�1(t)

• All the special functions physicists defined are just special 
cases thereof:

G(a1, . . . , an; z) =
Z z

0

dt

t� a1
G(a2, . . . , an; t)

➡ (Classical) polylogarithms: Lin(z) = �G(0, . . . , 0, 1; z)

➡ Harmonic polylogarithms: ai 2 {�1, 0, 1}
➡ 2d harmonic polylogarithms: e.g., ai 2 {0, 1, a}

➡ Cyclotomic harmonic polylogarithms: roots of unity.

The life-cycle of a loop computation



The life-cycle of a loop computation

• Even if an amplitude is simple, it might be that our 
approach to the problem leads to a difficult answer.

➡ The simplicity of the answer might be hidden behind a 
swath of functional equations.

• In other words we need to ‘control’ the functional equations 
among polylogarithms.

�Li2(z)� ln z ln(1� z) = Li2(1� z)� ⇡2

6

• The polylogarithms satisfy various complicated functional 
equations.
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centuries ago by Euler, Nielsen, Poincaré,...
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• Polylogarithms have been introduced and studied several 
centuries ago by Euler, Nielsen, Poincaré,...

Number theory and Loop integrals

➡ ‘Mathematics of the 19th century’.

• No! Over the last 20 years polylogarithms were a very 
active field of research in pure mathematics.

• Mathematicians have discovered very far reaching 
algebraic structures underlying polylogarithms. 

• Obvious question: can this be useful for physics..?
➡ Yes! ... but let’s motivate this by an example!



• The ‘classical’ example of this is the six-point amplitude in 
N=4 Super Yang-Mills.

The ‘classical’ example

• By evaluating the individual diagrams one arrives at a very 
complicated combination of multiple polylogarithms (17 
pages),
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[Goncharov, Spradlin, 
Vergu ,Volovich]

the expression should provide encouragement and guidance as we seek deeper understanding

of SYM at loop level.

We present our new expression for R(2)
6 in the next section and then describe the algorithm

by which it was obtained.
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Classical Polylogarithms for Amplitudes and Wilson Loops

A. B. Goncharov,1 M. Spradlin,2 C. Vergu,2 and A. Volovich2

1Department of Mathematics, Brown University, Box 1917, Providence, Rhode Island 02912, USA
2Department of Physics, Brown University, Box 1843, Providence, Rhode Island 02912, USA

We present a compact analytic formula for the two-loop six-particle maximally helicity violating
remainder function (equivalently, the two-loop lightlike hexagon Wilson loop) in N = 4 supersym-
metric Yang-Mills theory in terms of the classical polylogarithm functions Lik with cross-ratios of
momentum twistor invariants as their arguments. In deriving our formula we rely on results from
the theory of motives.

INTRODUCTION

The past few years have witnessed revolutionary ad-
vances in our understanding of the structure of scattering
amplitudes, especially in N = 4 supersymmetric Yang-
Mills theory (SYM). It is easy to argue that the seeds
of modern progress were sown already in the 1980s with
the discovery of the Parke-Taylor formula for the sim-
plest nontrivial amplitudes: tree-level maximally helicity
violating (MHV) gluon scattering. The mere existence
of such a simple formula for a quantity which otherwise
would have been prohibitively difficult to calculate us-
ing traditional Feynman diagram methods signalled the
tantalizing possibility that a great vista of unanticipated
structure in scattering amplitudes awaited exploration.

In contrast to the situation at tree level, it is fair to
say that recent progress at loop level has mostly been
evolutionary rather than revolutionary, driven primarily
by faster computers, improved algorithms (both analytic
and numeric), and software for multiloop calculations
which has been made publicly available. Yet we hope
that a great new vista of unexplored structure awaits us
also at loop level in SYM theory.
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as the expectation value of the two-loop lightlike hexagon
Wilson loop in SYM theory [13, 14] (after appropriate
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and numeric), and software for multiloop calculations
which has been made publicly available. Yet we hope
that a great new vista of unexplored structure awaits us
also at loop level in SYM theory.
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particle MHV amplitude [1, 2], which in a sense is the
simplest nontrivial SYM loop amplitude. The known in-
frared and collinear behavior of general amplitudes, con-
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determines the n-particle MHV amplitude at each loop
order L ≥ 2 up to an additive finite function of kinematic
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amplitudes (not yet proven, but supported by all avail-
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Wilson loop in SYM theory [13, 14] (after appropriate
subtraction of ultraviolet divergences, e.g. [15]). Numer-
ical agreement between the two remainder functions was
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if SYM theory is really as beautiful and rich as recent
developments indicate, then there must exist a more en-

lightening way of expressing the remainder function R(2)
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Ideally, like the Parke-Taylor formula at tree level, the ex-
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say that recent progress at loop level has mostly been
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and numeric), and software for multiloop calculations
which has been made publicly available. Yet we hope
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also at loop level in SYM theory.
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particle MHV amplitude [1, 2], which in a sense is the
simplest nontrivial SYM loop amplitude. The known in-
frared and collinear behavior of general amplitudes, con-
veniently encapsulated in the ABDK/BDS ansatz [3, 4],
determines the n-particle MHV amplitude at each loop
order L ≥ 2 up to an additive finite function of kinematic
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n = 4, 5, the first nontrivial remainder function is R(2)
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Wilson loop in SYM theory [13, 14] (after appropriate
subtraction of ultraviolet divergences, e.g. [15]). Numer-
ical agreement between the two remainder functions was
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if SYM theory is really as beautiful and rich as recent
developments indicate, then there must exist a more en-

lightening way of expressing the remainder function R(2)
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Ideally, like the Parke-Taylor formula at tree level, the ex-
pression should provide encouragement and guidance as
we seek deeper understanding of SYM at loop level.

We present our new formula for R(2)
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!n(x) =
1

2
(Lin(x) − (−1)n Lin(1/x)) , (5)

as well as the quantity

J =
3
∑

i=1

(!1(x
+
i )− !1(x

−
i )). (6)

Note that in the Euclidean region where all ui > 0, the
x+
i never enter the lower half-plane and the x−

i never
enter the upper half-plane. The expression (3) is valid
in the Euclidean region with the understanding that the
branch cuts of Lin(x

+
i ) and Lin(1/x

−
i ) are taken to lie

below the real axis while the branch cuts of Lin(x
−
i ) and

Lin(1/x
+
i ) are taken to lie above the real axis. (The

quantities x+
i x

−
i appearing as arguments of the logs are

always positive.) In writing (3) extreme care has neces-
sarily been taken to ensure the proper analytic structure.
For example one can easily check that J naively simpli-
fies to 1

2 log(x
−/x+), but this relation only holds in the

regions ∆ > 0 or u1 + u2 + u3 < 1. We caution the
reader that any attempt to use any such naive relations,
including the well-known relation between Lin(1/x) and
Lin(x), without careful consideration of the branch struc-
ture, voids our warranty on (3).
Besides its great simplicity, two notable features of (3)

which set it apart from the DDS formula are manifest
symmetry under any permutation of the ui, and the fact
that the expression is valid and readily evaluated for all
positive ui, in particular also outside the unit cube.

DESCRIPTION OF THE ALGORITHM

A Convenient Choice of Variables

The DDS formula is expressed in terms of the classical
polylogarithms Lik as well as a collection of considerably
more complicated multiparameter generalizations stud-
ied by one of the authors [19] and defined recursively by

G(ak, ak−1, . . . ; z) =

∫ z

0
G(ak−1, . . . ; t)

dt

t− ak
(7)

with G(z) ≡ 1, of which the harmonic polylogarithms
familiar in the physics literature [20] are special cases.
The parameters of the various transcendental functions

which appear in the DDS formula involve not just the
cross-ratios (1), but also the more complicated combi-
nations 1 − ui, (1 − ui)/(1 − ui − uj), ui + uj , u

±
jkl =

1−uj−uk+ul±
√
∆

2(1−uj)ul
, and v±jkl =

uk−ul±
√

(uk+ul)2−4ujukul

2(1−uj)uk
.

This large collection of variables is redundant in an ineffi-
cient way, with many rather complicated algebraic iden-
tities amongst them.

Our computation is greatly facilitated by a judicious
choice of variables which trivializes all of these algebraic
relations. We choose to express the three ui by six vari-
ables zi valued in P1 (with an SL(2,C) redundancy) via

u1 =
z23z56
z25z36

, u2 =
z16z34
z14z36

, u3 =
z12z45
z14z25

, (8)

where zij = zi − zj . One virtue of these coordinates is
that ∆ becomes a perfect square, so that the u±

jkl are

rational functions of the zij . (The v±jkl completely drop
out as explained in the following subsection.)
We anticipate that for general n the best variables for

studying the remainder function will be the momentum
twistors of [21]. Indeed the z variables may be thought
of as a particular simplification of momentum twistors
which is valid for the special case n = 6 via the rela-
tion 〈abcd〉 ∝ zabzaczadzbczbdzcd. In terms of momentum
twistors

u1 =
〈1234〉〈4561〉
〈1245〉〈3461〉, x+

1 = −〈1456〉〈2356〉
〈1256〉〈3456〉, etc. (9)

The Symbol of a Transcendental Function

We define a function Tk of transcendentality degree
k as one which can be written as a linear combination
(with rational coefficients) of k-fold iterated integrals of
the form

Tk =

∫ b

a

d logR1 ◦ · · · ◦ d logRk, (10)

where a and b are rational numbers, Ri(t) are rational
functions with rational coefficients and the iterated inte-
grals are defined recursively by

∫ b

a

d logR1 ◦ · · · ◦ d logRn =

∫ b

a

(∫ t

a

d logR1 ◦ · · · ◦ d logRn−1

)

d logRn(t). (11)

The integrals are taken along paths from a to b. When
the Ri are rational functions in several variables the issue
of local path independence (or homotopy invariance) is

important (see [22]), and we have checked that R(2)
6 has

this property.
A useful quantity associated with Tk is its symbol, an

element of the k-fold tensor product of the multiplicative
group of rational functions modulo constants (see [22,
sec. 3]). The symbol of the function shown in (10) is

symbol(Tk) = R1 ⊗ · · ·⊗Rk, (12)

and this definition is extended to all functions of degree
k by linearity.
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(with rational coefficients) of k-fold iterated integrals of
the form

Tk =

∫ b

a

d logR1 ◦ · · · ◦ d logRk, (10)

where a and b are rational numbers, Ri(t) are rational
functions with rational coefficients and the iterated inte-
grals are defined recursively by

∫ b

a

d logR1 ◦ · · · ◦ d logRn =

∫ b

a

(∫ t

a

d logR1 ◦ · · · ◦ d logRn−1

)

d logRn(t). (11)

The integrals are taken along paths from a to b. When
the Ri are rational functions in several variables the issue
of local path independence (or homotopy invariance) is

important (see [22]), and we have checked that R(2)
6 has

this property.
A useful quantity associated with Tk is its symbol, an

element of the k-fold tensor product of the multiplicative
group of rational functions modulo constants (see [22,
sec. 3]). The symbol of the function shown in (10) is

symbol(Tk) = R1 ⊗ · · ·⊗Rk, (12)

and this definition is extended to all functions of degree
k by linearity.

The ‘classical’ example



• Could Feynman integrals be simpler than we thought...?

• Long term goal: get to the simple answer (the function) 
without the ‘divide and conquer’ strategy.

• In the mean time: gather data, and try to find a way to get 
the simple answer out of the ‘divide and conquer’ approach.
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• Could Feynman integrals be simpler than we thought...?

• Long term goal: get to the simple answer (the function) 
without the ‘divide and conquer’ strategy.

• In the mean time: gather data, and try to find a way to get 
the simple answer out of the ‘divide and conquer’ approach.

• Outline:

➡ The Hopf algebra of multiple polylogarithms: 
combinatorics vs. functional equations.

➡ Some examples from physics.

Number theory and Loop integrals



The Hopf algebra of
polylogarithms

Combinatorics vs.
functional equations
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relations among special functions arising from complicated 
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Combinatorics of polylogarithms
• We usually think of functional equations as complicated 

relations among special functions arising from complicated 
changes of variables in some integrals.

• Mathematicians conjecture that all the functional equations 
among polylogarithms follow from a simple algebraic 
structure.

�Li2(z)� ln z ln(1� z) = Li2(1� z)� ⇡2

6

Lin(z) =
Z z

0

dt

t
Lin�1(t)

• In other words: All functional equations are pure 
combinatorics! 
➡ You do not even need to know the integral in order to 

derive the relations among them!
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• This algebraic structure is called a Hopf algebra

➡ Algebra: Vector space with an operation that allows one 
to ‘fuse’ two elements into one (multiplication).

➡ Coalgebra: Vector space with an operation that allows 
one to  break two elements apart (comultiplication).

➡ Hopf algebra: Vector space with both multiplication and 
comultiplication, i.e., one can ‘fuse’ and ‘break apart’ in a 
consistent manner.

• Mathematical construction quickly gets pretty involved.

➡ I will spend only three slides on the technical details.
➡ After that, I will only concentrate on applications and 

examples.
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Algebras and coalgebras
• Algebras • Coalgebras

➡ ‘Two become one’ ➡ ‘One becomes two’

µ : A⌦A! A � : C ! C ⌦ C

➡ Associativity:
If we iterate,

µ(a⌦ b) = a · b �(a) =
X

i

a(1)
i ⌦ a(2)

i

. . .! A⌦A⌦A! A⌦A! A
the order in which we do 
this is immaterial, because

(a · b) · c = a · (b · c)

➡ Coassociativity:
If we iterate,

C ! C ⌦ C ! C ⌦ C ⌦ C ! . . .

the order in which we do 
this is immaterial.
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Coassociativity
• Example: Take a word, and sum over all possible ways to 

split it into two (‘deconcatenation’)
w = abcd

�(w) = abcd⌦ 1 + abc⌦ d + ab⌦ cd + a⌦ bcd + 1⌦ abcd

• Next, we iterate this procedure to split the word into 
three.

• Two choices, e.g,
ab⌦ cd! (a⌦ b)⌦ cd ab⌦ cd! ab⌦ (c⌦ d)or

• As long as we sum over all possibilities, it does not matter 
which way we iterate, and always arrive at the same result.
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Hopf algebras
• A Hopf algebra is 

• Goncharov showed that multiple polylogarithms form a 
Hopf algebra with coproduct

➡ an algebra
➡ that is at the same time a coalgebra
➡ such that the product and coproduct are compatible

�(a · b) = �(a) · �(b)

➡ and with an additional structure, the antipode 
(which we will not use in the following).

A Hopf algebra H is a bialgebra equipped with an additional structure, the so-called

antipode S : H → H satisfying the properties

S(a · b) = S(b) · S(a) and µ(id ⊗ S)∆ = µ(S ⊗ id)∆ = 0 . (4.33)

As in the rest of this paper we do not make explicit use of the antipode, we do not elaborate

on it any further.

Let us conclude this section by introducing some notations that will be useful in sub-

sequent sections. Consider a Hopf algebra H with coproduct ∆, and assume that H is

graded (as will be the case for the multiple polylogarithms),

H =
∞

⊕

n=0

Hn . (4.34)

If the coproduct respects the weight, we can decompose the action of the coproduct ac-

cording to

Hn
∆
−→

⊕

p+q=n

Hp ⊗Hq . (4.35)

We can then write the action of ∆ on Hn as

∆ =
∑

p+q=n

∆p,q , (4.36)

where ∆p,q is the part of the coproduct that takes values in Hp ⊗Hq. In a similar way we

define ∆p,q,...,r as the component of the iterated coproduct that takes values in Hp ⊗Hq ⊗

. . . ⊗Hr. Finally, it is sometimes useful to define the reduced coproduct ∆′ via

∆(a) = 1 ⊗ a + a ⊗ 1 + ∆′(a) . (4.37)

An element a ∈ H such that ∆′(a) = 0 is called a primitive element of H.

5. The multiple polylogarithm Hopf algebra

In this section we apply the algebraic concepts of the previous section to multiple polylog-

arithms. As a result, we obtain a framework that contains the symbol in a certain limit,

but is more general and incorporates, in particular, the ζ values.

As a starting point, let us denote by H the algebra formed by the multiple polylog-

arithms equipped with the shuffle product. We already know that H is graded by the

weight of the polylogarithms. In Ref. [58] Goncharov showed that H can be equipped with

a coproduct which turns it into a Hopf algebra. The coproduct on multiple polylogarithms

is given by [58]

∆(I(a0; a1, . . . , an; an+1))

=
∑

0=i1<i2<...<ik<ik+1=n

I(a0; ai1 , . . . , aik ; an+1) ⊗

[
k

∏

p=0

I(aip ; aip+1, . . . , aip+1−1; aip+1)

]

.

(5.1)

– 14 –
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The Hopf algebra of polylogarithms
‘Li4’Too complicated to handle

Break it into pieces

‘Li3 ⌦ Li1’ ‘Li2 ⌦ Li2’ ‘Li1 ⌦ Li3’
Still too

complicated

‘Li2 ⌦ Li1 ⌦ Li1’ ‘Li1 ⌦ Li2 ⌦ Li1’ ‘Li1 ⌦ Li1 ⌦ Li2’

‘Li1 ⌦ Li1 ⌦ Li1 ⌦ Li1’

Li1(z) = � log(1� z)

log(a · b) = log a + log b

• At the end of this procedure, we have broken everything 
into little pieces (logarithms = symbol), for which all 
identities are known.

• We then need to reassemble the pieces to find the 
simplified expression (This is the most difficult step!)

• At each step information is lost, but in a controlled way:
➡ Can be recovered by going back up one step at the time.
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Coproduct on zeta values

• Putting z=1 in

we arrive at

The fact that Eq. (5.1) defines a genuine coproduct, i.e., that ∆ is coassociative, Eq. (4.24),

and an algebra homomorphism, Eq. (4.31), is a non-trivial statement. In addition, Eq. (5.1)

preserves the weight, i.e., the sum of the weights in each term is equal to n. We stress that

Eq. (5.1) is strictly speaking only valid when all the ai’s are generic. The definition of the

coproduct in the non-generic case involves several technical steps that do not add anything

new to the discussion in the main text of the paper, and we refer to Appendix A or to

Refs. [58, 63] for the definition of the coproduct in the non-generic case. Let us quote here

only the explicit formulas for the coproducts for the ordinary logarithm and the classical

polylogarithm,

∆(ln z) = 1 ⊗ ln z + ln z ⊗ 1 ,

∆(Lin(z)) = 1 ⊗ Lin(z) + Lin(z) ⊗ 1 +
n−1
∑

k=1

Lin−k(z) ⊗
lnk z

k!
.

(5.2)

Eq. (5.2) is enough to compute the coproduct of any expression made out of ordinary

logarithms and classical polylogarithms only. Indeed, we can use Eq. (4.31) to obtain for

example,

∆(ln x ln y) = ∆(ln x)∆(ln y) = [1 ⊗ ln x + ln x ⊗ 1] [1 ⊗ ln y + ln y ⊗ 1]

= 1 ⊗ (ln x ln y) + ln x ⊗ ln y + ln y ⊗ ln x + (ln x ln y) ⊗ 1 .
(5.3)

Furthermore, it is easy to prove the following result,

∆(lnn z) =
n

∑

k=0

(
n

k

)

lnk z ⊗ lnn−k z . (5.4)

The coproduct can be used to simplify expressions involving polylogarithms in the

same way as the symbol. Indeed, suppose that we have a two expression Fw and Gw of

weight w that are equal (modulo functional equations). Then it is clear that also their

coproducts must be equal,

∆(Fw) = ∆(Gw) , (5.5)

and also

∆′(Fw) = ∆′(Gw) . (5.6)

It is important to note that Eq. (5.6) only involves polylogarithms of weight w′ < w. As

a consequence, it is enough to know the functional equations of lower weight in order to

check the equality. These functional equations of lower weight might themselves still be

complicated or unknown, so we have apparently not gained anything. In such a scenario

we can iterate the procedure by applying the coproduct again to one of the factors in

the tensor product, and the coassociativity of the coproduct ensures that this iteration is

unique. In this way we obtain a whole tower of expressions, which at each stage involve

only transcendental functions of lower weight,

Fw = Gw → ∆(Fw) = ∆(Gw) → (id ⊗ ∆)∆(Fw) = (id ⊗ ∆)∆(Gw) → . . . (5.7)

As an example, in the case of a function of weight four, we obtain the following identities,
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• So there is a contradiction, unless                    .�(⇣2n) = 0

• On the other hand, from                 we get 

i.e., ζ value of depth one are primitive elements in Z, and thus in H.

At this point we have to face a subtle problem for the even ζ values. We know that

the even ζ values are not independent, but they are all proportional to powers of ζ2, e.g.,

ζ4 =
2

5
ζ2
2 . (5.9)

Thus,

∆(ζ4) =
2

5
∆(ζ2)

2 =
2

5
[1 ⊗ ζ2 + ζ2 ⊗ 1]2 =

2

5
[1 ⊗ ζ2

2 + ζ2
2 ⊗ 1 + 2ζ2 ⊗ ζ2] , (5.10)

and so there is a contradiction with Eq. (5.8), unless ‘ζ2 = 0’, i.e., unless we work modulo

ζ2,

∆(ζ2) = 0 . (5.11)

As a consequence, we lose all information on the terms proportional to π2 in the coproduct.

Hence, if this was the case we would not have gained anything over the naive symbol

approach.

In Ref. [59] Brown argues that instead of defining the coproduct of ζ2 to be zero, it is

consistent to define

∆(ζ2) = ζ2 ⊗ 1 , (5.12)

and more generally

∆(ζ2n) = ζ2n ⊗ 1 . (5.13)

This definition obviously solves the problem we had before, because

∆(ζ4) =
2

5
∆(ζ2)

2 =
2

5
[ζ2 ⊗ 1]2 =

2

5
ζ2
2 ⊗ 1 = ζ4 ⊗ 1 . (5.14)

Even though Eq. (5.12) was introduced in Ref. [59] in the context of multiple ζ values,

we argue that it equally well holds in more general situations. Moreover, we conjecture

that Eq. (5.12) can be extended to

∆(π) = π ⊗ 1 . (5.15)

This definition is obviously consistent with Eq. (5.12). In addition, it allows to extend the

coproduct to include the iπ terms in a consistent way. A word of caution is however in

order: due to the monodromy of the logarithm, we should define 2iπ⊗x = 0, ∀x, and thus

also 4π2 ⊗ x = 0. In practice though, we observed that we never have to worry about the

monodromy of the logarithm in physical applications. Indeed, in a physical computation

the Riemann sheets of the logarithms are fixed, e.g., by assigning a small imaginary part

to x, such that

ln(x + iδε) = ln |x| + δ iπ θ(−x) . (5.16)

The definition (5.15) changes the coproduct from being a map

∆ : H → H ⊗H , (5.17)
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Even though Eq. (5.12) was introduced in Ref. [59] in the context of multiple ζ values,

we argue that it equally well holds in more general situations. Moreover, we conjecture

that Eq. (5.12) can be extended to

∆(π) = π ⊗ 1 . (5.15)

This definition is obviously consistent with Eq. (5.12). In addition, it allows to extend the

coproduct to include the iπ terms in a consistent way. A word of caution is however in

order: due to the monodromy of the logarithm, we should define 2iπ⊗x = 0, ∀x, and thus

also 4π2 ⊗ x = 0. In practice though, we observed that we never have to worry about the

monodromy of the logarithm in physical applications. Indeed, in a physical computation

the Riemann sheets of the logarithms are fixed, e.g., by assigning a small imaginary part

to x, such that

ln(x + iδε) = ln |x| + δ iπ θ(−x) . (5.16)

The definition (5.15) changes the coproduct from being a map

∆ : H → H ⊗H , (5.17)
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• But there is a problem...

➡ This is Goncharov’s original construction.



Coproduct on zeta values
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�(⇣n) = 1⌦ ⇣n + ⇣n ⌦ 1 (‘primitive element’)

• So there is a contradiction, unless                    .�(⇣2n) = 0

• But then, we have not gained much...

• On the other hand, from                 we get 

i.e., ζ value of depth one are primitive elements in Z, and thus in H.
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Even though Eq. (5.12) was introduced in Ref. [59] in the context of multiple ζ values,

we argue that it equally well holds in more general situations. Moreover, we conjecture

that Eq. (5.12) can be extended to

∆(π) = π ⊗ 1 . (5.15)

This definition is obviously consistent with Eq. (5.12). In addition, it allows to extend the

coproduct to include the iπ terms in a consistent way. A word of caution is however in

order: due to the monodromy of the logarithm, we should define 2iπ⊗x = 0, ∀x, and thus

also 4π2 ⊗ x = 0. In practice though, we observed that we never have to worry about the

monodromy of the logarithm in physical applications. Indeed, in a physical computation

the Riemann sheets of the logarithms are fixed, e.g., by assigning a small imaginary part

to x, such that

ln(x + iδε) = ln |x| + δ iπ θ(−x) . (5.16)

The definition (5.15) changes the coproduct from being a map

∆ : H → H ⊗H , (5.17)
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• I even argue that we can do better and define
�(⇡) = ⇡ ⌦ 1

• This will allow to include also     .i⇡
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Example: inversion relations
• Let us consider the inversion relations for (classical) 

polylogarithms:

• Traditional approach: 
Lin(1/z) = (�1)n+1 Lin(z) + . . .

➡ Take the integral representation, and find a change of 
variable.

➡ The integral has a branch cut, and develops an 
imaginary part.



Example: inversion relations
• Let us consider the inversion relations for (classical) 

polylogarithms:

• Traditional approach: 

• If my claim is correct, I should be able to get to this relation

Lin(1/z) = (�1)n+1 Lin(z) + . . .

➡ Take the integral representation, and find a change of 
variable.

➡ The integral has a branch cut, and develops an 
imaginary part.

➡ in a purely algebraic/combinatorial way,
➡ without even looking at the integral representation.
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recursively.



Example: inversion relations
• Indeed, the Hopf algebra fixes the inversion relations 

recursively.

2. the derivative identity in Eq. (5.23) reduces to Eq. (3.8) if we restrict ourselves to

the maximal iteration of the coproduct. This is obvious from Eq. (5.25).

3. similarly, the monodromy identity in Eq. (5.23) reduces to the corresponding identity

for the symbol, Eq. (3.9).

6. Examples

In this section we present some simple examples of how the coproduct can be used to

simplify expressions involving multiple polylogarithms. The examples in this section do

not provide any new results, but they are simple enough so that all the steps can be carried

out by hand. They are therefore rather meant to illustrate how to use the coproduct in

practise to perform computations.

6.1 Inversion relations

We start by considering inversion relations for classical polylogarithms. Throughout this

section we assume that x is a real positive variable to which we assign a small positive

imaginary part.

We proceed in a bootstrap and build up the inversion relations by a recursion in the

weight. For the classical polylogarithm of weight 1, the inversion relation is easy to obtain,

Li1

(
1

x

)

= − ln

(

1 −
1

x

)

= − ln(1 − x) + ln(−x) = − ln(1 − x) + lnx − iπ . (6.1)

In order to obtain the inversion relation for weight 2, we act with ∆1,1 on Li2(1/x) and

insert the inversion relation for Li1(1/x),

∆1,1

[

Li2

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

= ln(1 − x) ⊗ ln x − ln x ⊗ ln x + iπ ⊗ ln x

= ∆1,1

[

− Li2(x) −
1

2
ln2 x + iπ ln x

]

.

(6.2)

Following our conjecture, we conclude that the arguments on the left and right-hand sides

are equal modulo primitive elements of weight two. We thus make the ansatz,

Li2

(
1

x

)

= −Li2(x) −
1

2
ln2 x + iπ ln x + cπ2 , (6.3)

for some rational number c. Specializing to x = 1, we immediately obtain c = 1/3, which

is indeed the correct inversion relation for Li2. We emphasize at this stage the importance

of the definition (5.15).

Moving on to weight 3, we act with ∆1,1,1 on Li3(1/x) and obtain

∆1,1,1

[

Li3

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

⊗ ln

(
1

x

)

= − ln(1 − x) ⊗ ln x ⊗ ln x + ln x ⊗ ln x ⊗ ln x − iπ ⊗ lnx ⊗ lnx

= ∆1,1,1

[

Li3(x) +
1

6
ln3 x −

iπ

2
ln2 x

]

.

(6.4)
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• Weight 1: trivial

x = x + i "

with                      .



Example: inversion relations

2. the derivative identity in Eq. (5.23) reduces to Eq. (3.8) if we restrict ourselves to

the maximal iteration of the coproduct. This is obvious from Eq. (5.25).

3. similarly, the monodromy identity in Eq. (5.23) reduces to the corresponding identity

for the symbol, Eq. (3.9).

6. Examples

In this section we present some simple examples of how the coproduct can be used to

simplify expressions involving multiple polylogarithms. The examples in this section do

not provide any new results, but they are simple enough so that all the steps can be carried

out by hand. They are therefore rather meant to illustrate how to use the coproduct in

practise to perform computations.

6.1 Inversion relations

We start by considering inversion relations for classical polylogarithms. Throughout this

section we assume that x is a real positive variable to which we assign a small positive

imaginary part.

We proceed in a bootstrap and build up the inversion relations by a recursion in the

weight. For the classical polylogarithm of weight 1, the inversion relation is easy to obtain,

Li1

(
1

x

)

= − ln

(

1 −
1

x

)

= − ln(1 − x) + ln(−x) = − ln(1 − x) + lnx − iπ . (6.1)

In order to obtain the inversion relation for weight 2, we act with ∆1,1 on Li2(1/x) and

insert the inversion relation for Li1(1/x),

∆1,1

[

Li2

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

= ln(1 − x) ⊗ ln x − ln x ⊗ ln x + iπ ⊗ ln x

= ∆1,1

[

− Li2(x) −
1

2
ln2 x + iπ ln x

]

.

(6.2)

Following our conjecture, we conclude that the arguments on the left and right-hand sides

are equal modulo primitive elements of weight two. We thus make the ansatz,

Li2

(
1

x

)

= −Li2(x) −
1

2
ln2 x + iπ ln x + cπ2 , (6.3)

for some rational number c. Specializing to x = 1, we immediately obtain c = 1/3, which

is indeed the correct inversion relation for Li2. We emphasize at this stage the importance

of the definition (5.15).

Moving on to weight 3, we act with ∆1,1,1 on Li3(1/x) and obtain

∆1,1,1

[

Li3

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

⊗ ln

(
1

x

)

= − ln(1 − x) ⊗ ln x ⊗ ln x + ln x ⊗ ln x ⊗ ln x − iπ ⊗ lnx ⊗ lnx

= ∆1,1,1

[

Li3(x) +
1

6
ln3 x −

iπ

2
ln2 x

]

.

(6.4)

– 20 –

• Weight 2:



Example: inversion relations

2. the derivative identity in Eq. (5.23) reduces to Eq. (3.8) if we restrict ourselves to

the maximal iteration of the coproduct. This is obvious from Eq. (5.25).

3. similarly, the monodromy identity in Eq. (5.23) reduces to the corresponding identity

for the symbol, Eq. (3.9).

6. Examples

In this section we present some simple examples of how the coproduct can be used to

simplify expressions involving multiple polylogarithms. The examples in this section do

not provide any new results, but they are simple enough so that all the steps can be carried

out by hand. They are therefore rather meant to illustrate how to use the coproduct in

practise to perform computations.

6.1 Inversion relations

We start by considering inversion relations for classical polylogarithms. Throughout this

section we assume that x is a real positive variable to which we assign a small positive

imaginary part.

We proceed in a bootstrap and build up the inversion relations by a recursion in the

weight. For the classical polylogarithm of weight 1, the inversion relation is easy to obtain,

Li1

(
1

x

)

= − ln

(

1 −
1

x

)

= − ln(1 − x) + ln(−x) = − ln(1 − x) + lnx − iπ . (6.1)

In order to obtain the inversion relation for weight 2, we act with ∆1,1 on Li2(1/x) and

insert the inversion relation for Li1(1/x),

∆1,1

[

Li2

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

= ln(1 − x) ⊗ ln x − ln x ⊗ ln x + iπ ⊗ ln x

= ∆1,1

[

− Li2(x) −
1

2
ln2 x + iπ ln x

]

.

(6.2)

Following our conjecture, we conclude that the arguments on the left and right-hand sides

are equal modulo primitive elements of weight two. We thus make the ansatz,

Li2

(
1

x

)

= −Li2(x) −
1

2
ln2 x + iπ ln x + cπ2 , (6.3)

for some rational number c. Specializing to x = 1, we immediately obtain c = 1/3, which

is indeed the correct inversion relation for Li2. We emphasize at this stage the importance

of the definition (5.15).

Moving on to weight 3, we act with ∆1,1,1 on Li3(1/x) and obtain

∆1,1,1

[

Li3

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

⊗ ln

(
1

x

)

= − ln(1 − x) ⊗ ln x ⊗ ln x + ln x ⊗ ln x ⊗ ln x − iπ ⊗ lnx ⊗ lnx

= ∆1,1,1

[

Li3(x) +
1

6
ln3 x −

iπ

2
ln2 x

]

.

(6.4)

– 20 –

• Weight 2:

2. the derivative identity in Eq. (5.23) reduces to Eq. (3.8) if we restrict ourselves to

the maximal iteration of the coproduct. This is obvious from Eq. (5.25).

3. similarly, the monodromy identity in Eq. (5.23) reduces to the corresponding identity

for the symbol, Eq. (3.9).

6. Examples

In this section we present some simple examples of how the coproduct can be used to

simplify expressions involving multiple polylogarithms. The examples in this section do

not provide any new results, but they are simple enough so that all the steps can be carried

out by hand. They are therefore rather meant to illustrate how to use the coproduct in

practise to perform computations.

6.1 Inversion relations

We start by considering inversion relations for classical polylogarithms. Throughout this

section we assume that x is a real positive variable to which we assign a small positive

imaginary part.

We proceed in a bootstrap and build up the inversion relations by a recursion in the

weight. For the classical polylogarithm of weight 1, the inversion relation is easy to obtain,

Li1

(
1

x

)

= − ln

(

1 −
1

x

)

= − ln(1 − x) + ln(−x) = − ln(1 − x) + lnx − iπ . (6.1)

In order to obtain the inversion relation for weight 2, we act with ∆1,1 on Li2(1/x) and

insert the inversion relation for Li1(1/x),

∆1,1

[

Li2

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

= ln(1 − x) ⊗ ln x − ln x ⊗ ln x + iπ ⊗ ln x

= ∆1,1

[

− Li2(x) −
1

2
ln2 x + iπ ln x

]

.

(6.2)

Following our conjecture, we conclude that the arguments on the left and right-hand sides

are equal modulo primitive elements of weight two. We thus make the ansatz,

Li2

(
1

x

)

= −Li2(x) −
1

2
ln2 x + iπ ln x + cπ2 , (6.3)

for some rational number c. Specializing to x = 1, we immediately obtain c = 1/3, which

is indeed the correct inversion relation for Li2. We emphasize at this stage the importance

of the definition (5.15).

Moving on to weight 3, we act with ∆1,1,1 on Li3(1/x) and obtain

∆1,1,1

[

Li3

(
1

x

)]

= − ln

(

1 −
1

x

)

⊗ ln

(
1

x

)

⊗ ln

(
1

x

)

= − ln(1 − x) ⊗ ln x ⊗ ln x + ln x ⊗ ln x ⊗ ln x − iπ ⊗ lnx ⊗ lnx

= ∆1,1,1

[

Li3(x) +
1

6
ln3 x −

iπ

2
ln2 x

]

.

(6.4)

– 20 –

and c = 1/3 from x=1.

➡ At each step we loose a zeta value, they are 
indecomposable (‘primitive’).

• This fixes the inversion relation, up to some zeta value.
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• At this stage however we have lost everything proportional 
to zeta values.
➡ Go one step up!

Eq. (6.4) is not yet the correct inversion relation for Li3. After subtracting the terms we

have found in Eq. (6.4), we look at the image of the difference under ∆2,1 or ∆1,2. As an

example, we obtain
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2
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iπ

2
⊗ ln2 x

= 0 .

(6.5)

We see that acting with ∆1,2 does not provide any new information. This is not surprising,

as the missing terms are of the form π2 ln x, and ∆1,2(π2 ln x) = 0. Indeed, acting with

∆2,1 and using the inversion relation for Li2, we obtain new non-trivial information,
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(6.6)

Thus,

Li3
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1

x

)

= Li3(x) +
1

6
ln3 x −

iπ

2
ln2 x −

π2

3
ln x + αζ3 + β iπ3 . (6.7)

Specializing to x = 1 gives α = β = 0, which is indeed the correct inversion relation for

Li3. Proceeding in exactly the same way, we can now derive the inversion relations for all

the classical polylogarithms.

6.2 Special values in x = 1/2

As a second example we consider the special values of some harmonic polylogarithms when

the argument is equal to 1/2. In many cases these values are expressible through ζ values,

ln 2 and Lin
(

1
2

)

, for n ≥ 4. It is however impossible to obtain these relations using symbols

alone, because

S

[

H

(

a1, . . . , an;
1

2

)]

= (−1)p 2 ⊗ . . . ⊗ 2 = S

[
(−1)p

n!
lnn 2

]

, (6.8)

where ai ∈ {0, 1} and p is equal to the number of ai’s equal to zero. As a consequence, a

pure symbol approach only provides trivial and misleading information, because we always
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• Finally:

and                     from x=1.  
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• We could now go on like this and derive the inversion 
relations for arbitrary weight.
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• We could now go on like this and derive the inversion 
relations for arbitrary weight.

➡ No painful manipulation of the integral representation 
at any step!



Example: inversion relations
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with x+y+z=1, 0 < x,y,z < 1.



The Hopf algebra of polylogarithms
• Goncharov’s Hopf algebra, combined with Brown’s 

treatment of even zeta values, gives an effective tool to deal 
with functional equations among multiple polylogarithms.

• All functional equations among multiple polylogarithms 
are pure combinatorics!



The Hopf algebra of polylogarithms
• Goncharov’s Hopf algebra, combined with Brown’s 

treatment of even zeta values, gives an effective tool to deal 
with functional equations among multiple polylogarithms.

• It turns out that the coproduct knows even more!

➡ The first factor knows about discontinuities:

Let us conclude this section by discussing how differential and monodromy operators

act on the coproduct, i.e., how to generalize the relations (3.8) and (3.9) to our framework.

We conjecture that

∆

(
∂

∂xk
Fw

)

=

(

id ⊗
∂

∂xk

)

∆(Fw) ,

∆ (Mxk=aFw) = (Mxk=a ⊗ id) ∆(Fw) ,

(5.23)

i.e., differential operators only act in the last component of the coproduct, while mon-

odromy operators only act in the first component. Note that the same statement is true

for the iterated coproduct. While we fall short of a full proof of Eq. (5.23), we were able

to check our claim in the special case where Fw is a multiple polylogarithm with generic

arguments. The proofs of these special cases are presented in Appendix B.

5.2 Relationship between the coproduct and the symbol

In this section we briefly discuss the relationship between the coproduct and the symbol.

While it is possible to proof in general that the combinatorics of the maximal iteration

of the coproduct on multiple polylogarithms matches precisely the combinatorics of the

maximal dissections of the rooted and decorated polygon associated to a polylogarithm [65],

we do not present a firm proof in this paper, but merely state the observation that this

correspondence holds in the all cases we have considered. We only motivate the relationship

by analyzing how the coproduct behaves under differentiation. If Fw is a transcendental

function of weight w, then without loss of generality we can write its iterated coproduct in

the form

∆1,...,1(Fw) =
∑

i

∆1,...,1(Fi,w−1) ⊗ lnRi . (5.24)

If we now act with (id ⊗ d) on this expression, we obtain, using Eq. (5.23),

∆1,...,1(dFw) =
∑

i

∆1,...,1(Fi,w−1) ⊗ d ln Ri , (5.25)

i.e., we obtain an expression which is dual to the differential equation (3.1) defining the

symbol. We emphasize that we claim in no way that this provides a proof of the fact that

the maximal iteration contains the symbol, but we hope that it provides a feeling to the

reader why this relationship is true. Note however that the symbol is not exactly equal to

∆1,...,1. Indeed, the symbol does not contain any information about terms proportional to

iπ, whereas these terms are incorporated into ∆1,...,1 through Eq. (5.15). In other words,

the correct relationship between the symbol and the maximal iteration of the coproduct

reads

S ≡ ∆1,...,1 mod π . (5.26)

Even though we did not provide a proof of Eq. (5.26), we can show that it is consistent

with our general knowledge about symbols:

1. the fact that each entry in a symbol is additive like a logarithm, Eq. (3.4), is a

consequence of the fact that each factor in the tensor product on the left-hand side

of Eq. (5.26) is a logarithm.
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the correct relationship between the symbol and the maximal iteration of the coproduct

reads

S ≡ ∆1,...,1 mod π . (5.26)

Even though we did not provide a proof of Eq. (5.26), we can show that it is consistent

with our general knowledge about symbols:

1. the fact that each entry in a symbol is additive like a logarithm, Eq. (3.4), is a

consequence of the fact that each factor in the tensor product on the left-hand side

of Eq. (5.26) is a logarithm.
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➡ cf.                      ! �(⇡) = ⇡ ⌦ 1

• All functional equations among multiple polylogarithms 
are pure combinatorics!



Some examples 
from physics

Hopf algebras meet 
Feynman integrals



• Multiple polylogarithms are everywhere in Feynman 
integrals and scattering amplitudes.

Pure Mathematics vs. Physics

• Understanding the underlying mathematics opens new 
possibilities in the world of loop computations!

➡ Need to ‘control’ these functions and the relations 
they satisfy.

➡ Simplify complicated expressions.
➡ Get symbol by other means (differential equations, OPE, 

educated guessing,...), then reconstruct the function.
➡ In some cases: can even determine the space of functions to 

all loop orders a priori!

[Buehler, Caron-Huot, Del Duca, Dixon, Drummond, CD, Ferro, 
Gaiotto, Goncharov, He, Henn, Maldacena, Pennington, Sever, Viera, ...]

➡ Can help for numerical evaluation of these functions.



• In the following, I will very briefly discuss two examples.

Pure Mathematics vs. Physics

➡ Substantial simplification of the result.

• The two-loop helicity amplitudes for H+3gluons.

• The 6-point remainder function in the Regge limit.

➡ Knowledge of the space of functions allows us to go to 
10 loops without much effort!



Some examples 
from physics

Helicity amplitudes for 
H + 3 gluons



Higgs + 3 gluons
• Gehrmann, Jaquier, Glover and Koukoutsakis have 

recently computed the two-loop helicity amplitudes for a 
Higgs boson + 3 gluons
➡ in the decay region

H ! g+g+g+ H ! g+g+g�

➡ and the scattering region

• Kinematics (in the decay region):

and so c6 = 1
288 . Finally we arrive at

H

(

0, 1, 0, 0, 1;
1

2

)

= 3Li5

(
1

2

)

+ 3 ln 2Li4

(
1

2

)

+
11

120
ln5 2 −

5

72
π2 ln3 2

+
7

8
ζ3 ln2 2 +

1

288
π4 ln 2 −

7

48
π2 ζ3 + c8 ζ5 .

(6.32)

As expected, the coproduct allowed us to fix all the coefficients except for c8. Using

numerics, we arrive at

H

(

0, 1, 0, 0, 1;
1

2

)

− T = −c8 ζ5 − 1.3123616901033275 . . . = −c8 ζ5 −
81

64
ζ5 , (6.33)

and thus c8 = −81
64 .

7. Amplitudes for H + 3 gluons

In this section we apply the coproduct to a physical problem, namely the two-loop helicity

amplitudes for a Higgs boson plus three gluons in the large top mass limit. In this limit

the coupling of a Higgs boson to gluons is described by an effective operator of dimension

five,

Leff = −
λ

4
H Ga

µν Gµν
a . (7.1)

The two-loop corrections to the helicity amplitudes for a Higgs boson plus three gluons were

computed in Refs. [60, 61], where it was expressed as a complicated combination of two-

dimensional harmonic polylogarithms. In Ref. [53] it was shown that, after subtracting the

square of the one-loop amplitude, the symbol the leading color maximally transcendental

part of the two-loop helicity amplitudes is equal to the symbol of the two-loop form factor

of three gluons in planar N = 4 Super Yang-Mills. The latter can be expressed in a very

compact form involving only classical polylogarithms up to weight four [53]. This suggests

that the two-loop corrections to the helicity amplitudes for a Higgs boson plus three gluons

can be written in a much simpler form without any multiple polylogarithms. However, as

the symbol does not fix terms proportional to ζ values, the symbol alone is insufficient to

determine such a simplified form in an easy way. In the following we apply our coproduct

approach to rewrite the results of Refs. [60, 61] in a compact form, obtaining in this way

compact analytical expressions for all helicity amplitudes for a Higgs boson plus three

gluons, for both the decay (H → ggg) and the scattering (gg → Hg) regions.

7.1 The decay region

We start by investigating the decay region, i.e., the two-loop corrections to the helicity

amplitudes for H → ggg. The kinematics is described by three dimensionless ratios,

x1 =
s12

m2
H

, x2 =
s23

m2
H

, x3 =
s31

m2
H

, (7.2)

where mH denotes the mass of the Higgs boson and sij = 2pipj, with pi the momenta of the

external gluons. These kinematic variables are not independent, but they are constraint

by

0 < xi < 1 and x1 + x2 + x3 = 1 . (7.3)
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the coupling of a Higgs boson to gluons is described by an effective operator of dimension

five,
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4
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The two-loop corrections to the helicity amplitudes for a Higgs boson plus three gluons were

computed in Refs. [60, 61], where it was expressed as a complicated combination of two-

dimensional harmonic polylogarithms. In Ref. [53] it was shown that, after subtracting the

square of the one-loop amplitude, the symbol the leading color maximally transcendental

part of the two-loop helicity amplitudes is equal to the symbol of the two-loop form factor

of three gluons in planar N = 4 Super Yang-Mills. The latter can be expressed in a very

compact form involving only classical polylogarithms up to weight four [53]. This suggests

that the two-loop corrections to the helicity amplitudes for a Higgs boson plus three gluons

can be written in a much simpler form without any multiple polylogarithms. However, as

the symbol does not fix terms proportional to ζ values, the symbol alone is insufficient to

determine such a simplified form in an easy way. In the following we apply our coproduct

approach to rewrite the results of Refs. [60, 61] in a compact form, obtaining in this way

compact analytical expressions for all helicity amplitudes for a Higgs boson plus three

gluons, for both the decay (H → ggg) and the scattering (gg → Hg) regions.

7.1 The decay region

We start by investigating the decay region, i.e., the two-loop corrections to the helicity

amplitudes for H → ggg. The kinematics is described by three dimensionless ratios,

x1 =
s12

m2
H

, x2 =
s23

m2
H

, x3 =
s31

m2
H

, (7.2)

where mH denotes the mass of the Higgs boson and sij = 2pipj, with pi the momenta of the

external gluons. These kinematic variables are not independent, but they are constraint

by

0 < xi < 1 and x1 + x2 + x3 = 1 . (7.3)
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g+ g+ ! g+ H g+ g+ ! g�H g+ g� ! g+ H



Higgs + 3 gluons
• The result was expressed in terms of complicated 

combinations of ‘2d harmonic polylogarithms’.
➡ Symmetries completely lost (e.g. Bose symmetry).
➡ Very long and complicated.
➡ Numerical evaluation of complicated special functions.
➡ Analytic continuation from decay to scattering region 

very complicated.



Higgs + 3 gluons
• The result was expressed in terms of complicated 

combinations of ‘2d harmonic polylogarithms’.
➡ Symmetries completely lost (e.g. Bose symmetry).
➡ Very long and complicated.
➡ Numerical evaluation of complicated special functions.
➡ Analytic continuation from decay to scattering region 

very complicated.

• Brandhuber, Gang and Travaglini observed that the symbol 
of the leading color weight 4 part (after subtracting the 
one-loop squared) is equal to the symbol of the form factor 
of 3 gluons in N=4 Super Yang-Mills.
➡ A simpler representation of the Higgs amplitudes in 

terms of classical polylogarithms only should exist.



Higgs + 3 gluons
• We can now extend this to term beyond the symbol, e.g., 

for                        .H ! g+g+g+



Higgs + 3 gluons
• We can now extend this to term beyond the symbol, e.g., 

for                        .

x1 1 − x1 1 − 1/x1

x2 1 − x2 1 − 1/x2

x3 1 − x3 1 − 1/x3

−x1/x2 x2/(1 − x3) x1/(1 − x3)

−x2/x3 x3/(1 − x1) x2/(1 − x1)

−x3/x1 x1/(1 − x2) x3/(1 − x2)

−x1x2/x3 x3/[(1 − x1)(1 − x2)] x1x2/[(1 − x1)(1 − x2)]

−x2x3/x1 x1/[(1 − x2)(1 − x3)] x2x3/[(1 − x2)(1 − x3)]

−x3x1/x2 x2/[(1 − x3)(1 − x1)] x3x1/[(1 − x3)(1 − x1)]

Table 1: Arguments of classical polylogarithms that can give rise to a symbol with entries drawn
from the set in Eq. (7.8) under the constraint (7.3). Each line shows half an orbit of the S3 action,
the second half being obtained by inversion. All these functions are less than unity in the region
defined by Eq. (7.3).

prescription given in Ref. [57], we find 54 rational functions grouping into 9 orbits of the

symmetric group S3 whose action on rational functions f(x1, x2, x3) is generated by5

f → 1 − f and f → 1/f . (7.10)

The rational functions are summarized in Table 1. It is important to note that not all 54

solutions are independent, and in particular we can express half of them in terms of the

others by using the inversion relation for the classical polylogarithms,

Lin

(
1

f

)

= (−1)n+1 Lin(f) + . . . . (7.11)

It is then easy to see that it is always possible to choose 27 solutions such that all polylog-

arithms are real in the region defined by Eq. (7.3).

Next step we write down a combination of (classical) polylogarithms in the arguments

shown in Table 1. Equating the symbol of α(2) and our ansatz provides a linear system for

the coefficients. In the following we only discuss the weight four part of A
(2)
α . All other

contributions are similar. In agreement with Ref. [53], we find

S
(

A
(2)
α, weight 4

)

= S
(

R(2)
3

)

, (7.12)

where R(2)
3 is the N = 4 form factor remainder function of Ref. [53],

R(2)
3 = −

1

12

[

Λ4

(

−
x1x2

x3

)

+ Λ4

(

−
x1x3

x2

)

+ Λ4

(

−
x2x3

x1

)]

− 2
3

∑

i=1

Li4

(

1 −
1

xi

)

−
1

2

[
3

∑

i=1

Li2

(

1 −
1

xi

)
]2

−
2

3
ln x1 ln x2 ln x3 ln (x1x2x3) +

1

16
ln4(x1x2x3)

+
1

3
(ln x1 ln x2 + ln x1 ln x3 + ln x2 ln x3)

(

ln2 x1 + ln2 x2 + ln2 x3
)

−
23π4

720
,

(7.13)

5We stress that this S3 symmetry is not identical to the S3 describing the Bose symmetry.
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Higgs + 3 gluons
• We can now extend this to term beyond the symbol, e.g., 

for                        .

x1 1 − x1 1 − 1/x1

x2 1 − x2 1 − 1/x2

x3 1 − x3 1 − 1/x3

−x1/x2 x2/(1 − x3) x1/(1 − x3)

−x2/x3 x3/(1 − x1) x2/(1 − x1)

−x3/x1 x1/(1 − x2) x3/(1 − x2)

−x1x2/x3 x3/[(1 − x1)(1 − x2)] x1x2/[(1 − x1)(1 − x2)]

−x2x3/x1 x1/[(1 − x2)(1 − x3)] x2x3/[(1 − x2)(1 − x3)]

−x3x1/x2 x2/[(1 − x3)(1 − x1)] x3x1/[(1 − x3)(1 − x1)]

Table 1: Arguments of classical polylogarithms that can give rise to a symbol with entries drawn
from the set in Eq. (7.8) under the constraint (7.3). Each line shows half an orbit of the S3 action,
the second half being obtained by inversion. All these functions are less than unity in the region
defined by Eq. (7.3).
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It is then easy to see that it is always possible to choose 27 solutions such that all polylog-

arithms are real in the region defined by Eq. (7.3).

Next step we write down a combination of (classical) polylogarithms in the arguments

shown in Table 1. Equating the symbol of α(2) and our ansatz provides a linear system for

the coefficients. In the following we only discuss the weight four part of A
(2)
α . All other

contributions are similar. In agreement with Ref. [53], we find
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5We stress that this S3 symmetry is not identical to the S3 describing the Bose symmetry.
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where Λn(z) denotes Kummer’s function,

Λn(z) =

∫ z

0
dt

lnn−1 |t|
1 + t

= (n − 1)!
n−1
∑

k=0

(−1)n−k

k!
lnk |z|Lin−k(z) . (7.14)

This result was already obtained in Ref. [53]. However, Eq. (7.12) only holds at the level

of the symbol, and it would thus be premature to conclude that the weight four part of

A
(2)
α is equal (at the level of the function) to R(2)

3 . Indeed, acting with ∆2,1,1, we obtain

∆2,1,1

[

A
(2)
α, weight 4 −R(2)

3

]

= −
1

6
π2 ⊗ ∆1,1

[

A(1)
α

]

= ∆2,1,1

[

−
π2

6
A(1)

α

]

. (7.15)

Continuing this way, we can easily determine the coefficient of ζ3,

∆3,1

[

A
(2)
α, weight 4 −R(2)

3 +
π2

6
A(1)

α

]

= −
1

4
ζ3 ⊗ B(1)

α = ∆3,1

[

−
1

4
ζ3 B(1)

α

]

. (7.16)

Finally, we determine the coefficient of π4 by evaluating the function at a single point in

phase space,

A
(2)
α, weight 4 −R(2)

3 +
π2

6
A(1)

α +
1

4
ζ3 B(1)

α = −0.03382260105347 . . . = −
π4

2880
. (7.17)

Repeating the same steps for all other contributions to Eq. (7.7), we arrive at the following

expressions for the different color structures contributing to the two-loop amplitude α(2),

A
(2)
α = R(2)

3 −
π2

6
A(1)

α −
1

4
ζ3 B(1)

α −
π4

2880

11

6

{
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(

−
x1x3

x2
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(

−
x2x3

x1

)
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(
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x1x2

x3

)

−
3

∑

i=1

Li3
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1
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x2
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)
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−
x1

x3

)
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−
x3

x1

)

− Λ3

(

−
x2

x3

)

− Λ3

(

−
x3

x2

)

+
1

2
ln(x1 x2 x3)A(1)

α +
7

2

3
∑

i=1

[Li2 (1 − xi) ln xi] +
3

4
ln x1 ln x2 ln x3 +

1

6
ln3 (x1x2x3)

−
5

16
π2 ln(x1x2x3) −

3

8
ζ3 + iπ A(1)

α +
iπ3

16
−

1

3

3
∑

i=1

ln3 xi

}

+
1

36

3
∑

i=1

[P1(xi, xi−1, xi+1)

x2
i−1x

2
i+1

Li2(1 − xi) +
P2(xi, xi−1, xi+1)

x2
i

ln xi−1 ln xi+1 +
121

4
ln2 xi

]

+
P3(x1, x2, x3)

144x2
1x

2
2x

2
3

π2 −
121

72
iπ ln(x1x2x2) +

11

36
iπ (x1x2 + x2x3 + x3x1) +

185

24
iπ

+
1

72

3
∑

i=1

P4(xi, xi−1, xi+1)

xi−1xi+1
ln xi −

1

72
(x1x2 + x3x2 + x1x3)

2 +
247

108
(x1x2 + x3x2 + x1x3)

+
1321

216
,

(7.18)
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Higgs + 3 gluons
• We can now extend this to term beyond the symbol, e.g., 

for                        .

x1 1 − x1 1 − 1/x1

x2 1 − x2 1 − 1/x2

x3 1 − x3 1 − 1/x3

−x1/x2 x2/(1 − x3) x1/(1 − x3)

−x2/x3 x3/(1 − x1) x2/(1 − x1)

−x3/x1 x1/(1 − x2) x3/(1 − x2)

−x1x2/x3 x3/[(1 − x1)(1 − x2)] x1x2/[(1 − x1)(1 − x2)]

−x2x3/x1 x1/[(1 − x2)(1 − x3)] x2x3/[(1 − x2)(1 − x3)]

−x3x1/x2 x2/[(1 − x3)(1 − x1)] x3x1/[(1 − x3)(1 − x1)]

Table 1: Arguments of classical polylogarithms that can give rise to a symbol with entries drawn
from the set in Eq. (7.8) under the constraint (7.3). Each line shows half an orbit of the S3 action,
the second half being obtained by inversion. All these functions are less than unity in the region
defined by Eq. (7.3).

prescription given in Ref. [57], we find 54 rational functions grouping into 9 orbits of the

symmetric group S3 whose action on rational functions f(x1, x2, x3) is generated by5

f → 1 − f and f → 1/f . (7.10)

The rational functions are summarized in Table 1. It is important to note that not all 54

solutions are independent, and in particular we can express half of them in terms of the

others by using the inversion relation for the classical polylogarithms,

Lin
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)

= (−1)n+1 Lin(f) + . . . . (7.11)

It is then easy to see that it is always possible to choose 27 solutions such that all polylog-

arithms are real in the region defined by Eq. (7.3).

Next step we write down a combination of (classical) polylogarithms in the arguments

shown in Table 1. Equating the symbol of α(2) and our ansatz provides a linear system for

the coefficients. In the following we only discuss the weight four part of A
(2)
α . All other

contributions are similar. In agreement with Ref. [53], we find
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where R(2)
3 is the N = 4 form factor remainder function of Ref. [53],
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5We stress that this S3 symmetry is not identical to the S3 describing the Bose symmetry.
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where Λn(z) denotes Kummer’s function,
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This result was already obtained in Ref. [53]. However, Eq. (7.12) only holds at the level

of the symbol, and it would thus be premature to conclude that the weight four part of
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α is equal (at the level of the function) to R(2)

3 . Indeed, acting with ∆2,1,1, we obtain

∆2,1,1

[

A
(2)
α, weight 4 −R(2)

3

]

= −
1

6
π2 ⊗ ∆1,1

[

A(1)
α

]

= ∆2,1,1

[

−
π2

6
A(1)

α

]

. (7.15)
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Finally, we determine the coefficient of π4 by evaluating the function at a single point in

phase space,
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Repeating the same steps for all other contributions to Eq. (7.7), we arrive at the following

expressions for the different color structures contributing to the two-loop amplitude α(2),
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H ! g+g+g+



Higgs + 3 gluons
• We can now extend this to term beyond the symbol, e.g., 

for                        .

x1 1 − x1 1 − 1/x1

x2 1 − x2 1 − 1/x2

x3 1 − x3 1 − 1/x3

−x1/x2 x2/(1 − x3) x1/(1 − x3)

−x2/x3 x3/(1 − x1) x2/(1 − x1)

−x3/x1 x1/(1 − x2) x3/(1 − x2)

−x1x2/x3 x3/[(1 − x1)(1 − x2)] x1x2/[(1 − x1)(1 − x2)]

−x2x3/x1 x1/[(1 − x2)(1 − x3)] x2x3/[(1 − x2)(1 − x3)]

−x3x1/x2 x2/[(1 − x3)(1 − x1)] x3x1/[(1 − x3)(1 − x1)]

Table 1: Arguments of classical polylogarithms that can give rise to a symbol with entries drawn
from the set in Eq. (7.8) under the constraint (7.3). Each line shows half an orbit of the S3 action,
the second half being obtained by inversion. All these functions are less than unity in the region
defined by Eq. (7.3).

prescription given in Ref. [57], we find 54 rational functions grouping into 9 orbits of the

symmetric group S3 whose action on rational functions f(x1, x2, x3) is generated by5

f → 1 − f and f → 1/f . (7.10)
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5We stress that this S3 symmetry is not identical to the S3 describing the Bose symmetry.
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H ! g+g+g+



Higgs + 3 gluons
• We can now extend this to term beyond the symbol, e.g., 

for                        .

x1 1 − x1 1 − 1/x1

x2 1 − x2 1 − 1/x2

x3 1 − x3 1 − 1/x3

−x1/x2 x2/(1 − x3) x1/(1 − x3)

−x2/x3 x3/(1 − x1) x2/(1 − x1)

−x3/x1 x1/(1 − x2) x3/(1 − x2)

−x1x2/x3 x3/[(1 − x1)(1 − x2)] x1x2/[(1 − x1)(1 − x2)]

−x2x3/x1 x1/[(1 − x2)(1 − x3)] x2x3/[(1 − x2)(1 − x3)]

−x3x1/x2 x2/[(1 − x3)(1 − x1)] x3x1/[(1 − x3)(1 − x1)]

Table 1: Arguments of classical polylogarithms that can give rise to a symbol with entries drawn
from the set in Eq. (7.8) under the constraint (7.3). Each line shows half an orbit of the S3 action,
the second half being obtained by inversion. All these functions are less than unity in the region
defined by Eq. (7.3).
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• We can of course do the same for all other color structures.



Higgs + 3 gluons

where Λn(z) denotes Kummer’s function,

Λn(z) =

∫ z

0
dt

lnn−1 |t|
1 + t

= (n − 1)!
n−1
∑

k=0

(−1)n−k

k!
lnk |z|Lin−k(z) . (7.14)

This result was already obtained in Ref. [53]. However, Eq. (7.12) only holds at the level

of the symbol, and it would thus be premature to conclude that the weight four part of

A
(2)
α is equal (at the level of the function) to R(2)

3 . Indeed, acting with ∆2,1,1, we obtain

∆2,1,1

[

A
(2)
α, weight 4 −R(2)

3

]

= −
1

6
π2 ⊗ ∆1,1

[

A(1)
α

]

= ∆2,1,1

[

−
π2

6
A(1)

α

]

. (7.15)

Continuing this way, we can easily determine the coefficient of ζ3,

∆3,1

[

A
(2)
α, weight 4 −R(2)

3 +
π2

6
A(1)

α

]

= −
1

4
ζ3 ⊗ B(1)

α = ∆3,1

[

−
1

4
ζ3 B(1)

α

]

. (7.16)

Finally, we determine the coefficient of π4 by evaluating the function at a single point in

phase space,

A
(2)
α, weight 4 −R(2)

3 +
π2

6
A(1)

α +
1

4
ζ3 B(1)

α = −0.03382260105347 . . . = −
π4

2880
. (7.17)

Repeating the same steps for all other contributions to Eq. (7.7), we arrive at the following

expressions for the different color structures contributing to the two-loop amplitude α(2),

A
(2)
α = R(2)

3 −
π2

6
A(1)

α −
1

4
ζ3 B(1)

α −
π4

2880

11

6

{

Λ3

(

−
x1x3

x2

)

+ Λ3

(

−
x2x3

x1

)

+ Λ3

(

−
x1x2

x3

)

−
3

∑

i=1

Li3

(

1 −
1

xi

)

− Λ3

(

−
x1

x2

)

− Λ3

(

−
x2

x1

)

− Λ3

(

−
x1

x3

)

− Λ3

(

−
x3

x1

)

− Λ3

(

−
x2

x3

)

− Λ3

(

−
x3

x2

)

+
1

2
ln(x1 x2 x3)A(1)

α +
7

2

3
∑

i=1

[Li2 (1 − xi) ln xi] +
3

4
ln x1 ln x2 ln x3 +

1

6
ln3 (x1x2x3)

−
5

16
π2 ln(x1x2x3) −

3

8
ζ3 + iπ A(1)

α +
iπ3

16
−

1

3

3
∑

i=1

ln3 xi

}

+
1

36

3
∑

i=1

[P1(xi, xi−1, xi+1)

x2
i−1x

2
i+1

Li2(1 − xi) +
P2(xi, xi−1, xi+1)

x2
i

ln xi−1 ln xi+1 +
121

4
ln2 xi

]

+
P3(x1, x2, x3)

144x2
1x

2
2x

2
3

π2 −
121

72
iπ ln(x1x2x2) +

11

36
iπ (x1x2 + x2x3 + x3x1) +

185

24
iπ

+
1

72

3
∑

i=1

P4(xi, xi−1, xi+1)

xi−1xi+1
ln xi −

1

72
(x1x2 + x3x2 + x1x3)

2 +
247

108
(x1x2 + x3x2 + x1x3)

+
1321

216
,

(7.18)

– 28 –

➡ Kummer’ functionwhere Λn(z) denotes Kummer’s function,

Λn(z) =

∫ z

0
dt

lnn−1 |t|
1 + t

= (n − 1)!
n−1
∑

k=0

(−1)n−k

k!
lnk |z|Lin−k(z) . (7.14)

This result was already obtained in Ref. [53]. However, Eq. (7.12) only holds at the level

of the symbol, and it would thus be premature to conclude that the weight four part of

A
(2)
α is equal (at the level of the function) to R(2)

3 . Indeed, acting with ∆2,1,1, we obtain

∆2,1,1

[

A
(2)
α, weight 4 −R(2)

3

]

= −
1

6
π2 ⊗ ∆1,1

[

A(1)
α

]

= ∆2,1,1

[

−
π2

6
A(1)

α

]

. (7.15)

Continuing this way, we can easily determine the coefficient of ζ3,

∆3,1

[

A
(2)
α, weight 4 −R(2)

3 +
π2

6
A(1)

α

]

= −
1

4
ζ3 ⊗ B(1)

α = ∆3,1

[

−
1

4
ζ3 B(1)

α

]

. (7.16)

Finally, we determine the coefficient of π4 by evaluating the function at a single point in

phase space,

A
(2)
α, weight 4 −R(2)

3 +
π2

6
A(1)

α +
1

4
ζ3 B(1)

α = −0.03382260105347 . . . = −
π4

2880
. (7.17)

Repeating the same steps for all other contributions to Eq. (7.7), we arrive at the following

expressions for the different color structures contributing to the two-loop amplitude α(2),

A
(2)
α = R(2)

3 −
π2

6
A(1)

α −
1

4
ζ3 B(1)

α −
π4

2880

11

6

{

Λ3

(

−
x1x3

x2

)

+ Λ3

(

−
x2x3

x1

)

+ Λ3

(

−
x1x2

x3

)

−
3

∑

i=1

Li3

(

1 −
1

xi

)

− Λ3

(

−
x1

x2

)

− Λ3

(

−
x2

x1

)

− Λ3

(

−
x1

x3

)

− Λ3

(

−
x3

x1

)

− Λ3

(

−
x2

x3

)

− Λ3

(

−
x3

x2

)

+
1

2
ln(x1 x2 x3)A(1)

α +
7

2

3
∑

i=1

[Li2 (1 − xi) ln xi] +
3

4
ln x1 ln x2 ln x3 +

1

6
ln3 (x1x2x3)

−
5

16
π2 ln(x1x2x3) −

3

8
ζ3 + iπ A(1)

α +
iπ3

16
−

1

3

3
∑

i=1

ln3 xi

}

+
1

36

3
∑

i=1

[P1(xi, xi−1, xi+1)

x2
i−1x

2
i+1

Li2(1 − xi) +
P2(xi, xi−1, xi+1)

x2
i

ln xi−1 ln xi+1 +
121

4
ln2 xi

]

+
P3(x1, x2, x3)

144x2
1x

2
2x

2
3

π2 −
121

72
iπ ln(x1x2x2) +

11

36
iπ (x1x2 + x2x3 + x3x1) +

185

24
iπ

+
1

72

3
∑

i=1

P4(xi, xi−1, xi+1)

xi−1xi+1
ln xi −

1

72
(x1x2 + x3x2 + x1x3)

2 +
247

108
(x1x2 + x3x2 + x1x3)

+
1321

216
,

(7.18)

– 28 –



Higgs + 3 gluons

D
(2)
α = −ζ3 +

iπ

4
−

1

6
(x1x2 + x3x2 + x1x3) +

67

48
+

P5(x1, x2, x3)

72x2
1x

2
2x

2
3

π2

+
1

12

3
∑

i=1

[

P6(xi, xi−1, xi+1)

x2
i−1x

2
i+1

Li2(1 − xi) +
P7(xi, xi−1, xi+1)

x2
i

ln xi−1 ln xi+1

+
P8(xi, xi−1, xi+1)

2xi−1xi+1
ln xi

]

(7.19)

E
(2)
α = −

iπ3

48
−

iπ

3
A(1)

α −
1

12
ln (x1x2x3) (ln x1 ln x2 + ln x1 ln x3 + ln x2 ln x3)

+
P13(x1, x2, x3)

432
+

7

12
ln x1 ln x2 ln x3 −

5

48
π2 ln (x1x2x3) −

29

24
ζ3

+
11

18
iπ ln(x1x2x3) +

P11(x1, x2, x3)

288x2
1x

2
2x

2
3

π2 +
3

∑

i=1

[

Li3(xi) −
1

3
Li3(1 − xi)

+
1

6
Li2(1 − xi) ln xi +

1

2
ln(1 − xi) ln2 xi +

1

6
ln(x1x2x3) Li2(1 − xi)

+
P9(xi, xi−1, xi+1)

36x2
i−1x

2
i+1

Li2(1 − xi) +
P10(xi, xi−1, xi+1)

36x2
i

ln xi−1 ln xi+1

+
11

36
ln2 xi +

P12(xi, xi−1, xi+1)

216xi−1xi+1
ln xi

]

−
13

36
iπ (x1x2 + x3x2 + x1x3) −

71

18
iπ ,

(7.20)

F
(2)
α = −

iπ

18
ln(x1x2x3) −

11

144
π2 +

1

36

3
∑

i=1

ln2 xi −
5

54
ln(x1x2x3) +

5iπ

18

+
iπ

18
(x1x2 + x2x3 + x3x1) +

5

54
(x1x2 + x3x2 + x1x3)

−
1

72
(x1x2 + x3x2 + x1x3)

2 −
x1x2x3

18

3
∑

i=1

ln xi

xi
,

(7.21)
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• Originally, the expressions filled up more than 6 pages!

• Bose symmetry is now completely manifest.

• Only simple functions (classical polylogarithms) with 
simple arguments.
➡ easy numerical evaluation.

• Similar results can be obtained for                          .H ! g+g+g�
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The Regge limit of the 6 
point remainder function



The Regge limit

• In the Regge limit, we can approximate the amplitude by the 
expansion in the logarithms that are divergent as            .

to cancel the branch cuts, so that the resulting functions are single-valued in the (w,w∗) plane.
The single-valued property matches perfectly a physical constraint on the remainder function in
the multi-Regge limit. SVHPLs, like HPLs, are equipped with an integer transcendental weight.
The required weight increases with the loop order. However, at any given weight there are only
a finite number of available functions. Thus, once we have identified the proper function space,
the problem of solving for the remainder function in MRK reduces simply to determining a set
of rational numbers, namely the coefficients multiplying the allowed SVHPLs at a given weight.

In order to further appreciate the simplicity of the multi-Regge limit, we recall that for generic
six-point kinematics there are nine possible choices for the entries in the symbol for the remainder
function R6(u1, u2, u3) [23, 28]:

{u1, u2, u3, 1− u1, 1− u2, 1− u3, y1, y2, y3} , (1.3)

where

yi =
ui − z+
ui − z−

, (1.4)

z± =
−1 + u1 + u2 + u3 ±∆

2
, (1.5)

∆ = (1− u1 − u2 − u3)
2 − 4u1u2u3 . (1.6)

The first entry of the symbol is actually restricted to the set {u1, u2, u3} due to the location of
the amplitude’s branch cuts [27]; the integrability of the symbol restricts the second entry to the
set {ui, 1− ui} [27, 28]; and a “final-entry condition” [28, 34] implies that there are only six, not
nine, possibilities for the last entry. However, the remaining entries are unrestricted. The large
number of possible entries, and the fact that the yi variables are defined in terms of square-root
functions of the cross ratios (although the ui can be written as rational functions of the yi [28]),
complicates the task of identifying the proper function space for this problem.

So in this paper we will solve a simpler problem. The MRK limit consists of taking one of the
ui, say u1, to unity, and letting the other two cross ratios vanish at the same rate that u1 → 1:
u2 ≈ x(1−u1) and u3 ≈ y(1−u1) for two fixed variables x and y. To reach the Minkowski version
of the MRK limit, which is relevant for 2 → 4 scattering, it is necessary to analytically continue
u1 from the Euclidean region according to u1 → e−2πi|u1|, before taking this limit [16]. Although
the square-root variables y2 and y3 remain nontrivial in the MRK limit, all of the square roots
can be rationalized by a clever choice of variables [38]. We define w and w∗ by

x ≡ 1

(1 + w)(1 + w∗)
, y ≡ ww∗

(1 + w)(1 + w∗)
. (1.7)

Then the MRK limit of the other variables is

u1 → 1, y1 → 1, y2 → ỹ2 =
1 + w∗

1 + w
, y3 → ỹ3 =

(1 + w)w∗

w(1 + w∗)
. (1.8)

Neglecting terms that vanish like powers of (1 − u1), we expand the remainder function in the
multi-Regge limit in terms of coefficients multiplying powers of the large logarithm log(1 − u1)
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together with the constraint that the following ratios are held fixed,

x ≡ u2

1− u1
= O(1) and y ≡ u3

1− u1
= O(1) . (2.3)

In the following it will be convenient [38] to parametrize the dependence on x and y by a single
complex variable w,

x ≡ 1

(1 + w)(1 + w∗)
and y ≡ ww∗

(1 + w)(1 + w∗)
. (2.4)

Any function of the three cross ratios can then develop large logarithms log(1−u1) in the multi-
Regge limit, and we can write generically,

F (u1, u2, u3) =
∑

i

logi(1− u1) fi(w,w
∗) +O(1− u1) . (2.5)

Let us make at this point an important observation which will be a recurrent theme in the
rest of the paper: If F (u1, u2, u3) represents a physical quantity like a scattering amplitude,
then F should only have cuts in physical channels, corresponding to branch cuts starting at
points where one of the cross ratios vanishes. Rotation around the origin in the complex w
plane, i.e. (w,w∗) → (e2πiw, e−2πiw∗), does not correspond to crossing any branch cut. As a
consequence, the functions fi(w,w∗) should not change under this operation. More generally, the
functions fi(w,w∗) must be single-valued in the complex w plane.

Let us start by reviewing the multi-Regge limit of the MHV remainder function R(u1, u2, u3) ≡
R6(u1, u2, u3) introduced in eq. (1.1). It can be shown that, while in the Euclidean region the
remainder function vanishes in the multi-Regge limit, there is a Mandelstam cut such that we
obtain a non-zero contribution in MRK after performing the analytic continuation [16]

u1 → e−2πi |u1| . (2.6)

After this analytic continuation, the six-point remainder function can be expanded into the form
given in eq. (1.9), which we repeat here for convenience,

R|MRK = 2πi
∞
∑

"=2

"−1
∑

n=0

a" logn(1− u1)
[

g(")n (w,w∗) + 2πi h(")
n (w,w∗)

]

. (2.7)

The functions g(")n (w,w∗) and h(")
n (w,w∗) will in the following be referred to as the coefficient

functions for the logarithmic expansion in the MRK limit. The imaginary part g(")n is associated
with a single discontinuity, and the real part h(")

n with a double discontinuity, although both
functions also include information from higher discontinuities, albeit with accompanying explicit
factors of π2.

The coefficient functions are single-valued pure transcendental functions in the complex vari-
able w, of weight 2"− n− 1 for g(")n and weight 2"− n− 2 for h(")

n . They are left invariant by a
Z2 × Z2 symmetry acting via complex conjugation and inversion,

w ↔ w∗ and (w,w∗) ↔ (1/w, 1/w∗) . (2.8)
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The complex conjugation symmetry arises because the MHV remainder function has a parity
symmetry, or invariance under ∆ → −∆, which inverts ỹ2 and ỹ3 in eq. (1.8). The inversion
symmetry is a consequence of the fact that the six-point remainder function is a totally symmetric
function of the three cross ratios u1, u2 and u3. In particular, exchanging ỹ2 ↔ ỹ3 is the product of
conjugation and inversion. The inversion symmetry is sometimes referred to as target-projectile
symmetry [37]. Finally, the vanishing of the six-point remainder function in the collinear limit

implies the vanishing of g(!)n (w,w∗) and h(!)
n (w,w∗) in the limit where (w,w∗) → 0. Clearly the

functions g(!)n and h(!)
n are already highly constrained on general grounds.

In ref. [38, 40] an all-loop integral formula for the six-point amplitude in MRK was presented1,

eR+iπδ|MRK = cosπωab+ i
a

2

∞
∑

n=−∞

(−1)n
( w

w∗

)
n
2

∫ +∞

−∞

dν

ν2 + n2

4

|w|2iν ΦReg(ν, n)

(

− 1
√
u2 u3

)ω(ν,n)

.

(2.9)
The first term is the Regge pole contribution, with

ωab =
1

8
γK(a) log

u3

u2
=

1

8
γK(a) log |w|2 , (2.10)

and γK(a) is the cusp anomalous dimension, known to all orders in perturbation theory [47],

γK(a) =
∞
∑

!=1

γ(!)K a! = 4 a− 4 ζ2 a
2 + 22 ζ4 a

3 − (2192 ζ6 + 4 ζ23) a
4 + · · · . (2.11)

The second term in eq. (2.9) arises from a Regge cut and is fully determined to all orders by
the BFKL eigenvalue ω(ν, n) and the (regularized) impact factor ΦReg(ν, n). The function δ
appearing in the exponent on the left-hand side is the contribution from a Mandelstam cut
present in the BDS ansatz, and is given to all loop orders by

δ =
1

8
γK(a) log (xy) =

1

8
γK(a) log

|w|2

|1 + w|4
. (2.12)

In addition, we have
1

√
u2 u3

=
1

1− u1

|1 + w|2

|w| . (2.13)

The BFKL eigenvalue and the impact factor can be expanded perturbatively,

ω(ν, n) = −a
(

Eν,n + aE(1)
ν,n + a2E(2)

ν,n +O(a3)
)

,

ΦReg(ν, n) = 1 + aΦ(1)
Reg(ν, n) + a2Φ(2)

Reg(ν, n) + a3Φ(3)
Reg(ν, n) +O(a4) .

(2.14)

1There is a difference in conventions regarding the definition of the remainder function. What we call R is
called log(R) in refs. [38, 40]. Apart from the zeroth order term, the first place this makes a difference is at four
loops, in the real part.
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• The coefficients                   for n=l-1 and  n=l-2 can be 
computed, to any loop order, by the integral
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functions for the logarithmic expansion in the MRK limit. The imaginary part g(")n is associated
with a single discontinuity, and the real part h(")

n with a double discontinuity, although both
functions also include information from higher discontinuities, albeit with accompanying explicit
factors of π2.

The coefficient functions are single-valued pure transcendental functions in the complex vari-
able w, of weight 2"− n− 1 for g(")n and weight 2"− n− 2 for h(")
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Z2 × Z2 symmetry acting via complex conjugation and inversion,
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8

[Bartels, Lipatov, Sabio Vera]
The BFKL eigenvalue is known to the first two orders in perturbation theory [40, 35],

Eν,n = −1

2

|n|
ν2 + n2

4

+ ψ

(

1 + iν +
|n|
2

)

+ ψ

(

1− iν +
|n|
2

)

− 2ψ(1) , (2.15)

E(1)
ν,n = −1

4

[

ψ′′

(

1 + iν +
|n|
2

)

+ ψ′′

(

1− iν +
|n|
2

)

(2.16)

− 2iν

ν2 + n2

4

(

ψ′

(

1 + iν +
|n|
2

)

− ψ′

(

1− iν +
|n|
2

))]

− ζ2Eν,n − 3ζ3 −
1

4

|n|
(

ν2 − n2

4

)

(

ν2 + n2

4

)3 ,

where ψ(z) = d
dz logΓ(z) is the digamma function, and ψ(1) = −γE is the Euler-Mascheroni

constant. The NLL contribution to the impact factor is given by [37]

Φ(1)
Reg(ν, n) = −1

2
E2

ν,n −
3

8

n2

(ν2 + n2

4 )
2
− ζ2 . (2.17)

The BFKL eigenvalues and impact factor in eqs. (2.15), (2.16) and (2.17) are enough to compute
the six-point remainder function in the Regge limit in the leading and next-to-leading logarithmic
approximations (LLA and NLLA). Indeed, we can interpret the integral in eq. (2.9) as a contour
integral in the complex ν plane and close the contour at infinity. By summing up the residues we
then obtain the analytic expression of the remainder function in the LLA and NLLA in MRK.
This procedure will be discussed in greater detail in Section 4. Some comments are in order
about the integral in eq. (2.9):

1. The contribution coming from n = 0 seems ill-defined, as the integral in eq. (2.9) diverges.
After closing the contour at infinity, our prescription is to take only half of the residue at
ν = n = 0 into account.

2. We need to specify the Riemann sheet of the exponential factor in the right-hand side of
eq. (2.9). We find that the replacement

(

− 1
√
u2 u3

)ω(ν,n)

→ e−iπω(ν,n)

(

1
√
u2 u3

)ω(ν,n)

(2.18)

gives the correct result.

The iπ factor in the right-hand side of eq. (2.18) generates the real parts h($)
n in eq. (2.7). It

is easy to see that the g($)n and h($)
n functions are not independent, but they are related. For

example, at LLA and NLLA we have,

h($)
$−1(w,w

∗) = 0 ,

h($)
$−2(w,w

∗) =
&− 1

2
g($)$−1(w,w

∗) +
1

16
γ(1)K g($−1)

$−2 (w,w∗) log
|1 + w|4

|w|2

− 1

2

$−2
∑

k=2

g(k)k−1g
($−k)
$−k−1 , & > 2,

(2.19)
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The Regge limit
• Based on general grounds, we can argue that, to all loop 

orders, the results are given by combination of so-called 
single-valued harmonic polylogarithms.

• These functions have been classified by F. C. Brown for all 
weights, and thus we now the space of functions to all loop 
orders!

• Example:
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• Based on general grounds, we can argue that, to all loop 

orders, the results are given by combination of so-called 
single-valued harmonic polylogarithms.

• These functions have been classified by F. C. Brown for all 
weights, and thus we now the space of functions to all loop 
orders!

• Example:

those of planar N = 4 super-Yang-Mills theory, one can still hope that the understanding of the
Fourier-Mellin (ν, n) space that we have developed here may prove useful in the QCD context.

Finally, we remark that the SVHPLs are very likely to be applicable to another current
problem in N = 4 super-Yang-Mills theory, namely the determination of correlation functions
for four off-shell operators. Conformal invariance implies that these quantities depend on two
separate cross ratios. The natural arguments of the polylogarithms that appear at low loop order,
after a change of variables from the original cross ratios, are again a complex pair (w,w∗) (or
(z, z̄)). The same single-valued conditions apply here as well. For example, the one-loop off-shell
box integral that enters the correlation function is proportional to L−

2 (z, z̄)/(z − z̄). We expect
that the SVHPL framework will allow great progress to be made in this arena, just as it has to
the study of the multi-Regge limit.
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A Single-valued harmonic polylogarithms

A.1 Expression of the L± functions in terms of ordinary HPLs

In this appendix we present the expressions for the Z2 × Z2 eigenfunctions L±
w(z) defined in

eq. (3.19) as linear combinations of ordinary HPLs of the form Hw1
(z)Hw2

(z̄) up to weight 5.
All expressions up to weight 6 are attached as ancillary files in computer-readable format. We
give results only for the Lyndon words, as all other cases can be reduced to the latter. In the
following, we use the condensed notation (3.27) for the HPL arguments z and z̄ to improve the
readability of the formulas.

A.2 Lyndon words of weight 1

L−
0 = H0 +H0 = log |w|2 , (A.1)

L+
1 = H1 +H1 +

1

2
H0 +

1

2
H0 = − log |1 + w|2 + 1

2
log |w|2 , (A.2)

A.3 Lyndon words of weight 2

L−
2 =

1

4

[

− 2H1,0 + 2H1,0 + 2H0H1 − 2H0H1 + 2H2 − 2H2

]

= Li2(z)− Li2(z̄) +
1

2
log |z|2(log(1− z)− log(1− z̄)) ,

(A.3)
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• In this way, by exploiting the a priori knowledge on the space 
of functions, we obtain a constructive way to compute any 
loop order we like!

• Instead of having to sum up the infinite tower of residues, just 
match the truncated sum to the Taylor expansion of the basis 
functions.

The complex conjugation symmetry arises because the MHV remainder function has a parity
symmetry, or invariance under ∆ → −∆, which inverts ỹ2 and ỹ3 in eq. (1.8). The inversion
symmetry is a consequence of the fact that the six-point remainder function is a totally symmetric
function of the three cross ratios u1, u2 and u3. In particular, exchanging ỹ2 ↔ ỹ3 is the product of
conjugation and inversion. The inversion symmetry is sometimes referred to as target-projectile
symmetry [37]. Finally, the vanishing of the six-point remainder function in the collinear limit

implies the vanishing of g(!)n (w,w∗) and h(!)
n (w,w∗) in the limit where (w,w∗) → 0. Clearly the

functions g(!)n and h(!)
n are already highly constrained on general grounds.

In ref. [38, 40] an all-loop integral formula for the six-point amplitude in MRK was presented1,

eR+iπδ|MRK = cosπωab+ i
a

2

∞
∑

n=−∞

(−1)n
( w

w∗

)
n
2

∫ +∞

−∞

dν

ν2 + n2

4

|w|2iν ΦReg(ν, n)

(

− 1
√
u2 u3

)ω(ν,n)

.

(2.9)
The first term is the Regge pole contribution, with

ωab =
1

8
γK(a) log

u3

u2
=

1

8
γK(a) log |w|2 , (2.10)

and γK(a) is the cusp anomalous dimension, known to all orders in perturbation theory [47],

γK(a) =
∞
∑

!=1

γ(!)K a! = 4 a− 4 ζ2 a
2 + 22 ζ4 a

3 − (2192 ζ6 + 4 ζ23) a
4 + · · · . (2.11)

The second term in eq. (2.9) arises from a Regge cut and is fully determined to all orders by
the BFKL eigenvalue ω(ν, n) and the (regularized) impact factor ΦReg(ν, n). The function δ
appearing in the exponent on the left-hand side is the contribution from a Mandelstam cut
present in the BDS ansatz, and is given to all loop orders by

δ =
1

8
γK(a) log (xy) =

1

8
γK(a) log

|w|2

|1 + w|4
. (2.12)

In addition, we have
1

√
u2 u3

=
1

1− u1

|1 + w|2

|w| . (2.13)

The BFKL eigenvalue and the impact factor can be expanded perturbatively,

ω(ν, n) = −a
(

Eν,n + aE(1)
ν,n + a2E(2)

ν,n +O(a3)
)

,

ΦReg(ν, n) = 1 + aΦ(1)
Reg(ν, n) + a2Φ(2)

Reg(ν, n) + a3Φ(3)
Reg(ν, n) +O(a4) .

(2.14)

1There is a difference in conventions regarding the definition of the remainder function. What we call R is
called log(R) in refs. [38, 40]. Apart from the zeroth order term, the first place this makes a difference is at four
loops, in the real part.
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symmetry is a consequence of the fact that the six-point remainder function is a totally symmetric
function of the three cross ratios u1, u2 and u3. In particular, exchanging ỹ2 ↔ ỹ3 is the product of
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Next we transform the double sum into a nested sum by shifting the summation variables by
n = N −m,

∞
∑

n=1

∞
∑

m=1

(−1)n

m(m+ n)

{

wm+nw∗m + wmw∗m+n} =
∞
∑

N=1

N−1
∑

m=1

{

(−w)N(−w∗)m

N m
+

(−w)m(−w∗)N

N m

}

= Li1,1(−w,−w∗) + Li1,1(−w∗,−w)

= H1(−w)H1(−w∗)−H0,1(|w|2) ,
(4.9)

where the last step follows from a stuffle identity among multiple polylogarithms [56]. Putting
everything together, we obtain

I[Eν,n] = log |w|2 [H1(−w) +H1(−w∗)] + 2H1,1(−w) + 2H1,1(−w∗) + 2H1(−w)H1(−w∗)

= [L+
1 ]

2 − 1

4
[L−

0 ]
2 .

(4.10)

Referring to eqs. (4.5) and (4.6), we can now write down the results,

g(2)1 (w,w∗) =
1

4
[L+

1 ]
2 − 1

16
[L−

0 ]
2 ,

h(2)
0 (w,w∗) = 0 .

(4.11)

For higher weights the nested double sums can be more complicated, but they are always
of a form that can be performed using the algorithms of ref. [52]. These algorithms will in
general produce complicated multiple polylogarithms that, unlike in eq. (4.9), cannot in general
be reduced to HPLs by the simple application of stuffle identities. In this case we can use
symbols [22, 23, 24] and the coproduct on multiple polylogarithms [53, 54, 55] to perform this
reduction.

The above strategy becomes computationally taxing for high weights. For this reason, we also
employ an alternative strategy, based on matching series expansions, which is computationally
simpler. We demonstrate this method in the computation of g(2)0 , for which the only missing

ingredient in eq. (4.6) is I[Φ(1)
Reg(ν, n)], where Φ(1)

Reg(ν, n) is defined in eq. (2.17). To proceed, we
write the ν-integral as a sum of residues, and truncate the resulting double sum to some finite
order,

I[Φ(1)
Reg(ν, n)] =

1

π

∞
∑

n=−∞

(−1)n
( w

w∗

)
n
2

∫ +∞

−∞

dν

ν2 + n2

4

|w|2iν
{

− ζ2 −
3

8

n2

(ν2 + n2

4 )
2

− 1

2

(

2γE +
|n|

2(ν2 + n2

4 )
+ ψ

(

iν +
|n|
2

)

+ ψ

(

−iν +
|n|
2

)

)2} (4.12)

22

= −ζ2 log |w|2 −
(

log |w|2
)

|w|2 −
(

1 +
1

4
log |w|2

)

|w|4 + . . .

+ (w + w∗)

[

2ζ2 +

(

4− 2 log |w|2 + 1

2
log2 |w|2

)

+

(

1 +
1

2
log |w|2

)

|w|2 + . . .

]

+ (w2 + w∗2)

[

−ζ2 −
(

1

2
+

1

4
log2 |w|2

)

+

(

−1 − 1

3
log |w|2

)

|w|2 + . . .

]

+ . . . .

Here we show on separate lines the contributions to the sum from n = 0, n = ±1, and n = ±2.
Next, we construct an ansatz of SVHPLs whose series expansion we attempt to match to the
above expression. We expect the result to be a weight-three SVHPL with parity (+,+) under
conjugation and inversion. Including zeta values, there are five functions satisfying these criteria,
and we can write the ansatz as,

I[Φ(1)
Reg(ν, n)] = c1 L

+
3 + c2 [L

−
0 ]

2L+
1 + c3 [L

+
1 ]

3 + c4 ζ2 L
+
1 + c5 ζ3 . (4.13)

Using the series expansions of the constituent HPLs (3.9), it is straightforward to produce the
series expansion of this ansatz,

I[Φ(1)
Reg(ν, n)] =

( c1
12

+
c2
2
+

c3
8

)

log3 |w|2 + 1

2
c4ζ2 log |w|2 + c5 ζ3 + 3 c3

(

log |w|2
)

|w|2 + . . .

+ (w + w∗)

[

−ζ2c4 +
(

−c1 +
1

2
c1 log |w|2

)

+

(

−c1
4
− c2 −

3c3
4

)

log2 |w|2 + . . .

]

+ . . . .
(4.14)

We have only listed the terms necessary to fix the undetermined constants. In practice we
generate many more terms than necessary to cross-check the result. Consistency of eqs. (4.12)
and (4.14) requires,

c1 = −4, c2 =
3

4
, c3 = −1

3
, c4 = −2, c5 = 0 , (4.15)

which gives,

I[Φ(1)
Reg(ν, n)] = −4L+

3 +
3

4
[L−

0 ]
2L+

1 − 1

3
[L+

1 ]
3 − 2 ζ2L

+
1 . (4.16)

Finally, putting everything together in eq. (4.6),

g(2)0 (w,w∗) = −L+
3 +

1

6

[

L+
1

]3
+

1

8
[L−

0 ]
2 L+

1 . (4.17)

This completes the two-loop calculation, and we find agreement with [37, 38]. Moving on to
three loops, we can proceed in exactly the same way, and we reproduce the LLA [38] and NLLA
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results [28, 40] for the imaginary parts of the coefficient functions,

g(3)2 (w,w∗) = −1

8
L+
3 +

1

12

[

L+
1

]3
,

g(3)1 (w,w∗) =
1

8
L−
0 L−

2,1 −
5

8
L+
1 L+

3 +
5

48
[L+

1 ]
4 +

1

16
[L−

0 ]
2 [L+

1 ]
2 − 5

768
[L−

0 ]
4

− π2

12
[L+

1 ]
2 +

π2

48
[L−

0 ]
2 +

1

4
ζ3 L

+
1 .

(4.18)

(The result for g(3)1 agrees with that in ref. [28] once the constants are fixed to c = 0 and
γ′ = −9/2 [40].) The real parts are given by,

h(3)
2 (w,w∗) = 0 ,

h(3)
1 (w,w∗) = −1

8
L+
3 − 1

24
[L+

1 ]
3 +

1

32
[L−

0 ]
2 L+

1 ,
(4.19)

in agreement with ref. [38]. Using the fact that

L+
1 =

1

2
log

|w|2

|1 + w|4
, (4.20)

it is easy to check that h(3)
1 (w,w∗) satisfies eq. (2.19) for $ = 3.

It is straightforward to extend these methods to higher loops. We have produced results for
all functions with weight less than or equal to 10, which is equivalent to 10 loops in the LLA,
and 9 loops in the NLLA. Using the C++ symbolic computation framework GiNaC [57], which
allows for the efficient numerical evaluation of HPLs to high precision [58], we can evaluate these
functions numerically. Figures 1 and 2 show the functions plotted on the line segment for which
w = w∗ and 0 < w < 1. Here we also show the analytical results through six loops. We provide
a separate computer-readable text file, compatible with the Mathematica package HPL [59, 60],
which contains all the expressions through weight 10.

Up to six loops, we find,

g(4)3 (w,w∗) =
1

48
[L−

2 ]
2 +

1

48
[L−

0 ]
2 [L+

1 ]
2 +

7

2304
[L−

0 ]
4 +

1

48
[L+

1 ]
4 − 1

16
L−
0 L−

2,1 (4.21)

− 5

48
L+
1 L+

3 − 1

8
L+
1 ζ3 ,

g(4)2 (w,w∗) =
3

64
[L−

0 ]
2 [L+

1 ]
3 +

1

128
L+
1 [L−

0 ]
4 − 3

32
L+
3 [L−

0 ]
2 +

1

8
[L−

0 ]
2 ζ3 (4.22)

−1

8
[L+

1 ]
2 ζ3 +

3

80
[L+

1 ]
5 − π2

24
[L+

1 ]
3 − 1

16
L−
0 L−

2,1 L
+
1 +

13

16
L+
5

+
3

8
L+
3,1,1 +

1

4
L+
2,2,1 −

5

16
L+
3 [L+

1 ]
2 +

π2

16
L+
3 ,

24
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Figure 1: Imaginary parts g(!)!−1 of the MHV remainder function in MRK and LLA through 10
loops, on the line segment with w = w∗ running from 0 to 1. The functions have been rescaled
by powers of 4 so that they are all roughly the same size.
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Figure 1: Imaginary parts g(!)!−1 of the MHV remainder function in MRK and LLA through 10
loops, on the line segment with w = w∗ running from 0 to 1. The functions have been rescaled
by powers of 4 so that they are all roughly the same size.
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Figure 2: Imaginary parts g(!)!−2 of the MHV remainder function in MRK and NLLA through 9
loops.
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Conclusion
• Very large classes of Feynman integrals and scattering 

amplitudes can be expressed in terms of multiple 
polylogarithms.

• Goncharov’s Hopf algebra, combined with Brown’s 
prescription for even zeta values, reduces functional equations 
among polylogarithms to purely combinatorial problems in the 
Hopf algebra.

• This opens many new ways to think about multi-loop 
computations.

• Open question: is there a coproduct on Feynman integrals/
scattering amplitudes that mimics the coproduct on the 
functions..?





The CHAPLIN library
• Loop amplitudes can often be expressed in terms of a special 

class of multiple polylogarithms, the so called harmonic 
polylogarithms.

• Numerical routines for these functions are needed, including 

[Buehler, CD]

➡ hplog: Fortran, real arguments only.
➡ HPL: Mathematica
➡ GiNaC

• CHAPLIN = Complex HArmonic PolyLogarithms In fortranN

• Based on a reduction of HPL ’s to a basis 

➡ only a few new functions appear up to weight 4 (= 2 loops)

[Remiddi, Vermaseren]

[Gehrmann, Remiddi]

[Maitre]

[van Hameren, Vollinga, Weinzierl]

[CD, Gangl, Rhodes]



Reduction of HPLs
• Main idea of the reduction: HPLs have symbols with entries 

drawn from the set {x, 1-x, 1+x, 2}.

• Next construct a spanning set for all HPLs (up to weight 4) 
that generates all polylogarithms whose symbol has entries 
drawn from the set above.

[CD, Gangl, Rhodes]
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These functions are su�cient to express all harmonic polylogarithms up to weight three.

Starting from weight four, we need to extend the set of functions by adjoining multiple poly-

logarithms. We find that it is enough to add the following three supplementary functions

in order to express all harmonic polylogarithms up to weight four,
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Note that, if the vector of singularities only takes values in the set {0, 1}, we can restrict

ourselves to the smaller spanning set,
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• Example:

• No new function is needed for the numerical evaluation in this 
case!

• In general, 3 new functions were needed (to express 118 
HPLs).

• This reduction is what is implemented into the CHAPLIN 
library.

• For multiscale integrals more complicated functions appear.

• Same procedure can be applied there as well in principle.
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• The massless scalar one-loop hexagon integral in D=6 
dimensions

One-loop Hexagons in 6 dimensions

➡ is finite,
➡ dual conformally invariant,
➡ a weight 3 function.

ar
X

iv
:1

10
4.

27
81

v1
  [

he
p-

th
]  

14
 A

pr
 2

01
1

DCPT/11/34, IPPP/11/17

The massless hexagon integral in D = 6 dimensions

Vittorio Del Duca,1 Claude Duhr,2 and Vladimir A. Smirnov3

1INFN, Laboratori Nazionali Frascati, 00044 Frascati (Roma), Italy,
Email: delduca@lnf.infn.it

2Institute for Particle Physics Phenomenology, University of Durham, Durham, DH1 3LE, U.K.,
Email: claude.duhr@durham.ac.uk

3Nuclear Physics Institute of Moscow State University, Moscow 119992, Russia,
Email: smirnov@theory.sinp.msu.ru

We evaluate the massless one-loop hexagon integral in six dimensions. The result is given in terms
of standard polylogarithms of uniform transcendental weight three, its functional form resembling
the one of the remainder function of the two-loop hexagon Wilson loop in four dimensions.

In this short note we are concerned with the computa-
tion of the scalar one-loop integral in D = 6 dimensions,

ID=6
6 =

∫
d6k

iπ3

5
∏

i=0

1

Di
, (1)

with

D0 = k2 and Di = (k + pi)
2, for i = 1, . . . , 5 . (2)

The external momenta, labeled by pi, i = 1, . . . , 6, are
lightlike, p2i = 0, and all ingoing, such that momentum
conservation reads

6
∑

i=1

pi = 0 . (3)

We consider the integral in Euclidean kinematics where
all Mandelstam invariants are taken to be negative,
(p1+ . . .+pj)2 < 0, and the integral is real. The massless
hexagon integral is finite in D = 6 dimension, so that no
regularization is required and we can perform the com-
putation in strictly six dimensions.
We introduce dual coordinates [1, 2],

pi = xi − xi+1 , (4)

with x7 = x1, due to momentum conservation. Since the
integration measure in Eq. (1) is translation invariant, we
can define k = x0 − x1 and the integral can be rewritten
completely in terms of dual coordinates,

ID=6
6 =

∫
d6x0

iπ3

1

x2
01 x

2
02 x

2
03 x

2
04 x

2
05 x

2
06

, (5)

with x2
ij = (xi − xj)2 = (pi + . . . + pj−1)2. In Ref. [1]

the notion of dual conformal invariance was introduced,
i.e., the action of the conformal group on the dual coor-
dinates xi. The integral (5) transforms covariantly under
dual conformal transformations. In fact, invariance un-
der rotations and translations is manifest, whereas un-
der dilatations and inversions the integral transforms

covariantly with weight one at each external point xi,
namely under dilatations, xi → λxi, the integral scales
as ID=6

6 → λ−6 ID=6
6 , whereas under inversions xi →

xi/(x2
i )

2 the measure and the propagators transform as
d6x0 → d6x0/(x2

0)
6 and x2

ij → x2
ij/(x

2
ix

2
j ), such that

ID=6
6 → ID=6

6

∏6
i=1 x

2
i . Note that for dual conformal

invariance to hold it is crucial that we work in strictly
six dimensions. Finally, the previous considerations are
not restricted to ID=6

6 , but exactly the same reasoning
shows that every finite one-loop n-gon in D = n dimen-
sions is dual conformally covariant.
A direct consequence of the dual conformal covariance

of ID=6
6 is that the integral can only depend on dual

conformal cross ratios, up to an overall prefactor which
carries the conformal weights. For the massless six-point
kinematics, there are three independent cross ratios [3],
given in terms of dual coordinates by,

u1 =
x2
15 x

2
24

x2
14 x

2
25

, u2 =
x2
26 x

2
35

x2
25 x

2
36

, u3 =
x2
31 x

2
46

x2
36 x

2
41

. (6)

More precisely, the integral can be written in the form

ID=6
6 =

1

x2
14 x

2
25 x

2
36

I6(u1, u2, u3) . (7)

where the function I6(u1, u2, u3) is manifestly dual con-
formal invariant. Furthermore, the integral ID=6

6 as a
function of the external momenta pi has a dihedral sym-
metry D6 generated by cyclic rotations pi → pi+1 and
the reflection pi → p6−i+1. It is easy to check that
the dihedral symmetry of ID=6

6 implies that the func-
tion I6(u1, u2, u3) must be totally symmetric in the three
cross ratios.
We start by deriving a Mellin-Barnes (MB) represen-

tation for ID=6
6 using the AMBRE package [4]. Although

the integral is finite, the resulting MB representation has
a spurious singularity that must cancel in the end. We
therefore derive the MB representation in D = 6 − 2ε
dimensions and resolve the singularities in ε using the
strategy introduced in Refs. [5–8] by applying the codes
MB [9] and MBresolve [10] and obtain a set of MB inte-
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• After ‘symbolizing’ this result, it reduces to

One-loop Hexagons in 6 dimensions

2.3 Result for Φ6(u1, u2, u3)

Here we present the solution to the differential equations (21), or equivalently (22). We first
define the variables

xi± = uix± , (23)

where x± and ∆ are given in eq. (2). The appearance of the xi± should not come as a surprise,
since they played a prominent role in the two-loop remainder function [28], and we have already
argued that Φ6 should capture some of its structure.

Further, we define

L3(x+, x−) =
2

∑

m=0

(−1)m

(2m)!!
logm(x+x−) [!3−m(x+)− !3−m(x−)] , (24)

!m(x) =
1

2
(Lim(x)− (−1)mLim(1/x)) , (25)

which is very similar to the function L4 defined in ref. [28]. As in ref. [28], the branch cuts of
Lin(x+) and Lin(1/x−) are taken to lie below the real axis, i.e. Lin(x+) := Lin(x+ + iε), etc., and
the branch cuts of Lin(x−) and Lin(1/x+) are taken to lie above the real axis.2

We found the following formula for Φ6,

Φ6(u1, u2, u3) =
Φ̃6(u1, u2, u3)√

∆
=

1√
∆

[

−2
3

∑

i=1

L3(xi+, xi−) + 2ζ2J +
1

3
J3

]

, (26)

where

J =
3

∑

i=1

[!1(xi+)− !1(xi−)] . (27)

Although individual terms in eq. (26) can be complex, their sum is always real in the Euclidean
region ui > 0.

In the next section, we prove directly that eq. (26) satisfies the differential equations (21). In
section 2.5, we will see another way to justify eq. (26) based on the differential equations for its
symbol.

2.4 Direct verification of the differential equations

We found the following change of variables to be convenient,

u1 =
v0 − v+v−

1 + v0 − v+ − v−
, u2 =

v0 − v+v−
(1 + v0 − v+ − v−)v0

, u3 =
v+v−
v0

. (28)

2We are grateful to M. Spradlin and C. Vergu for discussions and correspondence on the branch cut structure
of L4 in ref. [28].
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2

grals which can be safely expanded in ε under the integra-
tion sign. After applying these codes, all the integration
contours are straight vertical lines. At the end of this
procedure, all the poles in ε cancel and we are left with a
manifestly finite and conformally invariant threefold MB
integral to compute,

I6 =

∫ +i∞

−i∞

(
3
∏

i=1

dzi
2πi

Γ(−zi)
2 uzi

i

)

× Γ(1 + z1 + z2) Γ(1 + z2 + z3)Γ(1 + z3 + z1) ,

(8)

where the contours are straight vertical lines whose real
parts are given by

Re(z1) = −1

3
, Re(z2) = −1

4
, Re(z3) = −1

5
. (9)

Albeit simpler, the integral (8) is similar to the threefold
MB integral contributing to the two-loop hexagonWilson
loop in N = 4 Super Yang-Mills [11, 12], hence it can be
computed in the same fashion. Following the strategy
of Ref. [12], we can turn each MB integration into an
Euler-type integral via the formula,

∫ +i∞

−i∞

dz

2πi
Γ(−z)Γ(c− z)Γ(b+ z)Γ(c+ z)Xz

= Γ(a)Γ(b+ c)

∫ 1

0
dv vb−1 (1− v)a+c−1 (1−Xv)−a ,

(10)

with X = 1 −X and where the contours are such as to
separate the poles in Γ(. . .−zi) from those in Γ(. . .+zi).
This leaves us with the following three-fold parametric
integral to compute,

I6 =

∫ 1

0

(
3
∏

i=1

dvi

)

1

1− v2 (1− u1v1)

× 1

1− v1 (1− u2 − v3 (1− u2 − u3v2))− (1 − u3v2)v3
.

(11)

The integral is easily performed in terms of multiple
polylogarithms [13]. The resulting expression is rather
lengthy and involves a combination of multiple polylog-
arithms of uniform weight three, whose arguments are
complicated algebraic functions involving the square root
of the quantity,

∆ = (u1 + u2 + u3 − 1)2 − 4u1u2u3 . (12)

However, the similarity between the MB integral (8) and
the corresponding integral of Ref. [12] suggests that it
should be possible to rewrite the answer in a simpler
form, in the same way as the analytic result of Ref. [12]
was rewritten in simplified form in Ref. [14]. The cor-
nerstone of the simplification of the two-loop six-point

remainder function was the so-called symbol map, a lin-
ear map S that associates a certain tensor to an iterated
integral, and thus to a multiple polylogarithm. In the
following we give a very brief summary of the symbol
technique, referring to Ref. [14] for further details. As an
example, the tensor associated to the classical polyloga-
rithm Lin(x) is,

S(Lin(x)) = −(1− x)⊗ x⊗ . . .⊗ x
︸ ︷︷ ︸

(n−1) times

. (13)

Furthermore, the tensor maps products that appear in-
side the tensor product to a sum of tensors,

. . .⊗ (x · y)⊗ . . . = . . .⊗ x⊗ . . .+ . . .⊗ y ⊗ . . . . (14)

It is conjectured that all the functional identities among
(multiple) polylogarithms are mapped under the symbol
map S to algebraic relations among the tensors. Hence,
if the symbol map is applied to our complicated expres-
sion for I6(u1, u2, u3), it should capture and resolve all
the functional identities among the polylogarithms, and
therefore allow us to rewrite the result in a simpler form.
In order to apply this technology, it is however impor-
tant that all the arguments that enter the tensor be mul-
tiplicatively independent. As in our case the arguments
of the polylogarithms involve square roots of ∆, this re-
quirement is not fulfilled. In Ref. [14] a reparametrization
of the cross ratios ui in terms of six points zi in CP

1 was
proposed,

u1 =
z23z56
z25z36

, u2 =
z34z61
z36z41

, u3 =
z45z12
z41z52

, (15)

with zij = zi − zj . It is easy to check that with this
parametrization the right-hand side of Eq. (12) becomes
a perfect square. Hence, after this reparametrization all
the arguments of the polylogarithms are rational func-
tions in the zij variables, making this parametrization
well suited to apply the symbol map S.
Using the parametrization (15) and the symbol map, it

is easy to construct a simpler candidate expression with
the same symbol as our original expression. However, the
kernel of the map S is non trivial, and it allows us to fix
the candidate expression only up to terms proportional
to zeta values, which in turn must be fixed by looking at
particular values of the cross ratios. At the end of this
procedure, we arrive at the following expression for the
scalar massless hexagon integral,

I6(u1, u2, u3) =
1√
∆

[

− 2
3

∑

i=1

L3(x
+
i , x

−
i )

+
1

3

(
3

∑

i=1

#1(x
+
i )− #1(x

−

i )

)3

+
π2

3
χ

3
∑

i=1

(#1(x
+
i )− #1(x

−

i ))

]

,

(16)

[Dixon, Drummond, Henn;
Del Duca, CD, Smirnov]

where

L3(x
+, x−) =

2
∑

k=0

(−1)k

(2k)!!
lnk(x+ x−)

(

!3−k(x
+)− !3−k(x

−)
)

,

!n(x) =
1

2
(Lin(x)− (−1)nLin(1/x)) , (4.2)

and

!̄n(x
+, x−) = !n(x

+)− !n(x
−) . (4.3)

In order to define the arguments of the logarithmic functions, we introduce the variables

x±1m =
u1 + u2 + u3 − u1u2u4 − 1±

√
∆

2u1u2u3(1− u4)
,

χ± = 2u1u2u3(1− u4)x
±
1m . (4.4)

As functions of the cross ratios, the arguments of the logarithmic functions are,

x±1,1(u1, u2, u3, u4) = u3 x
±
1m ,

x±2,1(u1, u2, u3, u4) =
(1− u3)χ± − 2u1u2u3u4
2u2u3(1− u3 − u1u4)

,

x±3,1(u1, u2, u3, u4) =
χ±

2u2u3
,

x±4,1(u1, u2, u3, u4) =
u4 (χ±(1− u1u4)− 2u1u3(1− u4))

2(1− u4)(1 − u3 − u1u4)
,

x±5,1(u1, u2, u3, u4) =
χ± − 2u1(1− u4)

2u1u4(1− u2)
,

x±6,1(u1, u2, u3, u4) =
χ± − 2u1u2(1− u4)

2u1(1− u2)(1− u4)
,

x±7,1(u1, u2, u3, u4) =
(1− u1u4)χ± − 2u1u3(1− u4)

2u3(1− u1)
,

x±8,1(u1, u2, u3, u4) =
χ± − 2u1u3

2u1(1− u3 − u2u4)
, (4.5)

and x±i,2(u1, u2, u3, u4) are defined from x±i,1(u1, u2, u3, u4) by exchanging u1 and u2,

x±i,2(u1, u2, u3, u4) = x±i,1(u2, u1, u3, u4) , i = 1, . . . , 8 . (4.6)

Hence, under the Z2 symmetry, x±i,1 ↔ x±i,2, thus making Eq. (4.1) manifestly symmetric.

Furthermore, in the massless limit u4 → 0, we obtain

x±1,j → x±1 , x±2,1, x
±
3,1 → x±2 , x±2,2, x

±
3,2 → x±3 ,

x±4,j → 0, x±5,j → ∞ , x±6,1 → 1/x∓6,2 , x±7,j → 1/x∓8,j , (4.7)

with j = 1, 2, and where the massless hexagon variables are

x±i = ui x
±
0m , i = 1, 2, 3 , x±0m =

u1 + u2 + u3 − 1±
√
∆0

2u1u2u3
, (4.8)

– 5 –

J =
3X

i=1

⇣
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�
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• This simplicity motivated the study of more complicated 
hexagons:

One-loop Hexagons in 6 dimensions

[Del Duca, Dixon, Drummond,
CD, Henn, Smirnov]

where the ci, cij and cijk are rational numbers to be determined such that

S(ϕ̃) = S(Φ̃9) . (47)

As the objects appearing in this last equation are tensors (i.e., elements of a vector space),
the coefficients ci, cij and cijk can equally well be seen as coordinates in a vector space, and
the problem of finding the coefficients reduces to a problem of linear algebra.

We have implemented the algorithm of Ref. [18] into a Mathematica code, which we have
applied to the function Φ̃9(x5, x8, y2, y8, z2, z5). The result we obtain takes a strikingly simple
form,

Φ9(u1, . . . , u6) =
1√
∆9

4
∑

i=1

∑

g∈S3

σ(g)L3(x
+
i,g, x

−
i,g) , (48)

where σ(g) denotes the signature of the permutation (+1 for {1, c, c2}, −1 for {r, rc, rc2}), and
where we defined

L3(x
+, x−) :=

1

18

(

#1(x
+)− #1(x

−)
)3

+ L3(x
+, x−) , (49)

and

L3(x
+, x−) :=

2
∑

k=0

(−1)k

(2k)!!
logk(x+ x−)

(

#3−k(x
+)− #3−k(x

−)
)

, (50)

with

#n(x) :=
1

2
(Lin(x)− Lin(1/x)) . (51)

The arguments appearing in the polylogarithms can be written in the form x±
i,g := g(x±

i ), for
g ∈ S3, with

x+
1 := χ(1, 4, 7) , x+

2 := χ(2, 5, 7) , x+
3 := χ(2, 4, 8) , x+

4 := χ(1, 5, 8) ,

x−
1 := χ(1, 4, 7) , x−

2 := χ(2, 5, 7) , x−
3 := χ(2, 4, 8) , x−

4 := χ(1, 5, 8) ,
(52)

where we defined

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj17〉
〈17〉〈XjXk〉〈Xi47〉

, (53)

with 〈i̄〉 = 〈i(j − 1)j(j + 1)〉. The function χ is related to χ by Poincaré duality,

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj1 ∩ 7〉
〈17〉〈XjXk〉〈Xi4 ∩ 7〉

. (54)

The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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Figure 2: The one-loop three-mass hexagon integral (left), and its geometric configuration in
momentum twistor space CP

3 (right). Only the intersection points Z1, Z4 and Z7 have an
intrinsic geometrical meaning, whereas all other twistors can be moved freely along the lines.

Note that the only points in twistor space that have an intrinsic geometric meaning are Z1, Z4

and Z7, whereas the other six points are defined through Eq. (30), which is left invariant by the
redefinitions

Z2 → Z2 + α2Z1 , Z5 → Z5 + α5Z4 , Z8 → Z8 + α8Z7 ,

Z9 → Z9 + α9Z1 , Z3 → Z3 + α3Z4 , Z6 → Z6 + α6Z7 ,
(31)

where αi are non-zero complex numbers. These shifts simply express the fact that we can
move the points along the line without altering the geometric configuration. Furthermore, the
intersection of two lines Xi and Xj can be expressed through the condition,

〈XiXj〉 := 〈(i− 1) i (j − 1) j〉 = 〈Zi−1Zi Zj−1Zj〉 = εIJKLZ
I
i−1Z

J
i ZK

j−1Z
L
j = 0 . (32)

Using the twistor brackets, the cross ratios ui can be parametrized as

u1 =
〈X2X5〉〈X1X7〉
〈X1X5〉〈X2X7〉

, u2 =
〈X5X8〉〈X4X1〉
〈X4X8〉〈X1X5〉

, u3 =
〈X8X2〉〈X7X4〉
〈X2X7〉〈X4X8〉

,

u4 =
〈X2X4〉〈X1X5〉
〈X1X4〉〈X2X5〉

, u5 =
〈X5X7〉〈X4X8〉
〈X4X7〉〈X5X8〉

, u6 =
〈X8X1〉〈X7X2〉
〈X8X2〉〈X1X7〉

.

(33)

It is clear that the dihedral symmetry of the integral is reflected at the level of the twistors by

Zi
c−→ Zi+3 and Zi

r−→ Z8−i , (34)

where again all indices are understood modulo 9. This action on the twistors induces an action
on the lines Xi and the planes Z i = Zi−1 ∧ Zi ∧ Zi+1 via

Xi
c−→ Xi+3 and Xi

r−→ −X9−i ,

Zi
c−→ Zi+3 and Z i

r−→ −Z8−i .
(35)

8

where the ci, cij and cijk are rational numbers to be determined such that

S(ϕ̃) = S(Φ̃9) . (47)

As the objects appearing in this last equation are tensors (i.e., elements of a vector space),
the coefficients ci, cij and cijk can equally well be seen as coordinates in a vector space, and
the problem of finding the coefficients reduces to a problem of linear algebra.

We have implemented the algorithm of Ref. [18] into a Mathematica code, which we have
applied to the function Φ̃9(x5, x8, y2, y8, z2, z5). The result we obtain takes a strikingly simple
form,

Φ9(u1, . . . , u6) =
1√
∆9

4
∑

i=1

∑

g∈S3

σ(g)L3(x
+
i,g, x

−
i,g) , (48)

where σ(g) denotes the signature of the permutation (+1 for {1, c, c2}, −1 for {r, rc, rc2}), and
where we defined

L3(x
+, x−) :=

1

18

(

#1(x
+)− #1(x

−)
)3

+ L3(x
+, x−) , (49)

and

L3(x
+, x−) :=

2
∑

k=0

(−1)k

(2k)!!
logk(x+ x−)

(

#3−k(x
+)− #3−k(x

−)
)

, (50)

with

#n(x) :=
1

2
(Lin(x)− Lin(1/x)) . (51)

The arguments appearing in the polylogarithms can be written in the form x±
i,g := g(x±

i ), for
g ∈ S3, with

x+
1 := χ(1, 4, 7) , x+

2 := χ(2, 5, 7) , x+
3 := χ(2, 4, 8) , x+

4 := χ(1, 5, 8) ,

x−
1 := χ(1, 4, 7) , x−

2 := χ(2, 5, 7) , x−
3 := χ(2, 4, 8) , x−

4 := χ(1, 5, 8) ,
(52)

where we defined

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj17〉
〈17〉〈XjXk〉〈Xi47〉

, (53)

with 〈i̄〉 = 〈i(j − 1)j(j + 1)〉. The function χ is related to χ by Poincaré duality,

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj1 ∩ 7〉
〈17〉〈XjXk〉〈Xi4 ∩ 7〉

. (54)

The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.

11

etc.

where the ci, cij and cijk are rational numbers to be determined such that

S(ϕ̃) = S(Φ̃9) . (47)

As the objects appearing in this last equation are tensors (i.e., elements of a vector space),
the coefficients ci, cij and cijk can equally well be seen as coordinates in a vector space, and
the problem of finding the coefficients reduces to a problem of linear algebra.

We have implemented the algorithm of Ref. [18] into a Mathematica code, which we have
applied to the function Φ̃9(x5, x8, y2, y8, z2, z5). The result we obtain takes a strikingly simple
form,

Φ9(u1, . . . , u6) =
1√
∆9

4
∑

i=1

∑

g∈S3

σ(g)L3(x
+
i,g, x

−
i,g) , (48)

where σ(g) denotes the signature of the permutation (+1 for {1, c, c2}, −1 for {r, rc, rc2}), and
where we defined

L3(x
+, x−) :=

1

18

(

#1(x
+)− #1(x

−)
)3

+ L3(x
+, x−) , (49)

and

L3(x
+, x−) :=

2
∑

k=0

(−1)k

(2k)!!
logk(x+ x−)

(

#3−k(x
+)− #3−k(x

−)
)

, (50)

with

#n(x) :=
1

2
(Lin(x)− Lin(1/x)) . (51)

The arguments appearing in the polylogarithms can be written in the form x±
i,g := g(x±

i ), for
g ∈ S3, with

x+
1 := χ(1, 4, 7) , x+

2 := χ(2, 5, 7) , x+
3 := χ(2, 4, 8) , x+

4 := χ(1, 5, 8) ,

x−
1 := χ(1, 4, 7) , x−

2 := χ(2, 5, 7) , x−
3 := χ(2, 4, 8) , x−

4 := χ(1, 5, 8) ,
(52)

where we defined

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj17〉
〈17〉〈XjXk〉〈Xi47〉

, (53)

with 〈i̄〉 = 〈i(j − 1)j(j + 1)〉. The function χ is related to χ by Poincaré duality,
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The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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The function !9 manifestly has the cyclic symmetry. The
reflection symmetry however needs some explanation, be-
cause ~!9 is odd under reflection. In twistor variables, "9

becomes a perfect square, and so we can remove the square

root and rewrite
ffiffiffiffiffiffi
"9

p
as a rational function of twistor

brackets. This procedure however introduces an ambiguity
for the sign of the square root. In particular, the rational
function we obtained is now odd under the reflection (34),
so that !9 is again even.

We stress that Eq. (48) is only valid in the region where
"9 < 0. In this region, since! and #! are related by Poincaré
duality, the function Eq. (48) is manifestly real, and we
checked numerically that Eq. (48) agrees with the para-
metric integral representation for!9 given in Eq. (15). Note
that, as multiple zeta values are in the kernel of the symbol
map, we could a priori add to Eq. (48) terms proportional
to "2without altering its symbol.2 The numerical agreement
with the integral representation (15) however shows that
such terms are absent in the present case.

VI. CONCLUSION

Using a differential equation method to determine the
symbol of a function, and an algorithm to reconstruct the
function from its symbol, we have computed analytically
the one-loop nonadjacent three-mass hexagon integral in
D ¼ 6 dimensions. Just as for the massless and one-mass
hexagon integrals, the result is given in terms of classical
polylogarithms of uniform transcendental weight three,
which are functions of six dual conformally invariant cross
ratios. Because of the high degree of symmetry of the
integral, the result is extremely compact: it can be ex-
pressed as a sum of 24 terms involving only one basic
function, which is a simple linear combination of loga-
rithms, dilogarithms, and trilogarithms. Given the relation
between one-loop hexagon integrals in D ¼ 6 dimensions
and higher-loop amplitudes in D ¼ 4 dimensions, we ex-
pect that our result will help to understand the structure of
N ¼ 4 SYM amplitudes and Wilson loops, particularly at
two loops.
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APPENDIX A: SPECIAL CASES

For u4 ¼ u5 ¼ u6 ¼ 1, the differential equations sim-
plify considerably. We have

½u1 þ u1ðu1 % 1Þ@1'!9ðu1; u2; u3; 1; 1; 1Þ ¼ $8ðu2; u3; 1Þ;
(A1)

where $8ðu; v; 1Þ ¼ logu logv=ðu% 1Þ=ðv% 1Þ, and the
two cyclically related equations. The solution is simply

!9ðu1; u2; u3; 1; 1; 1Þ ¼
Y3

i¼1

logui
ui % 1

: (A2)

The case u5 ¼ u6 ¼ 1 is also very simple,

!9ðu1; u2; u3; u4; 1; 1Þ ¼
logu3
u3 % 1

$8ðu1; u2; u4Þ: (A3)

APPENDIX B: ARGUMENTS IN TERMS
OF SPACE-TIME CROSS RATIOS

In this appendix we present the expressions of the func-
tions xþi defined in Eq. (52) in terms of the space-time
cross ratios ui,

xþ1 ¼ 2u3ð1% u6Þ½1% u3u6 % u2ð1% u3u5u6Þ' % ð1% u3u6Þðg1 %
ffiffiffiffiffiffi
"9

p
Þ

2u3ð1% u6Þ½1% u2 % u3ð1% u2u5Þu6'
;

xþ2 ¼ 2u1u3ð1% u6Þ½1% u2u4 % u3ð1% u2u4u5Þ' % ð1% u3Þðg6 %
ffiffiffiffiffiffi
"9

p
Þ

2u1ð1% u6Þ½1% u2u4 % u3ð1% u2u4u5Þ'
;

xþ3 ¼ 2u3ð1% u6Þ½ð1% u2u5Þð1% u3u5Þ % u1ð1% u5Þ' % ð1% u3u5Þðg1 %
ffiffiffiffiffiffi
"9

p
Þ

2u1u3u5ð1% u6Þ½1% u2u4 % u3ð1% u2u4u5Þ'
;

xþ4 ¼ %u6
2u3ð1% u6Þ½1% u5 % u1ð1% u2u4u5Þð1% u3u5u6Þ' þ ð1% u3u5u6Þðg6 %

ffiffiffiffiffiffi
"9

p
Þ

2ð1% u6Þ½1% u2 % u3ð1% u2u5Þu6'
:

(B1)

2Note that a constant term proportional to "3 is excluded because of the reality condition on the function.
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points have also appeared in computations of two-loop
Wilson loops [17].

From this discussion it is also clear that the integral
reduces further in degree under the action of other differ-
ential operators, until one eventually obtains a rational
function. More explicitly, the operator ðx54 " @x5 þ 1Þ act-
ing on P8 similarly gives a first-order differential equation
relating !8 to a single-log function, namely, a 3-mass box
integral with two doubled propagators,

X7 %
Z d6xi

i!3

1

ðx22iÞ2ðx24iÞ2x27ix28i
% 1

x225x
2
27x

2
58

"7ðu3u5Þ

(14)

where "7ðyÞ ¼ logðyÞ=ðy' 1Þ. Acting further on X7 with
ðx87 " @x8 þ 1Þ gives the 3-mass triangle with three doubled
propagators, which is a constant up to the usual prefactors,
1=ðx225x258x282Þ.
The representation (12) may also be useful for numerical

checks. For future reference, it can be rewritten as

"9ðu1; . . . ; u6Þ ¼
Z 1

0

d#1d#4d#7

ðu2 ##1
##4 þ u4u2#1

##4 þ #4Þðu3 ##4
##7 þ u5u3#4

##7 þ #7Þðu1 ##7
##1 þ u6u1#7

##1 þ #1Þ
; (15)

where ##i % 1' #i.

III. SYMBOLS FROM DIFFERENTIAL
EQUATIONS

We find that the following definition

"9ðu1; . . . ; u6Þ %
1
ffiffiffiffiffiffi
$9

p ~"9ðu1; . . . ; u6Þ: (16)

leads to a pure function ~"9ðuiÞ, i.e., a function that can be
written as a linear combination of transcendental functions,
with numerical coefficients only. Here

$9 % ð1' u1 ' u2 ' u3 þ u4u1u2 þ u5u2u3

þ u6u3u1 ' u1u2u3u4u5u6Þ2

' 4u1u2u3ð1' u4Þð1' u5Þð1' u6Þ: (17)

Using this definition, and D1ð1=
ffiffiffiffiffiffi
$9

p
Þ ¼ 0, we can rewrite

Eq. (10) as

~D 1
~"9ðu1; . . . ; u6Þ ¼ ~!8ðu3; u4u2; u5Þ; (18)

where

~D 1 %
1
ffiffiffiffiffiffi
$9

p ð1' u3 ' u2u4 þ u2u3u4u5Þ ( ½u1u6ðu6 ' 1Þ@6 þ ðu4 ' 1Þ@4 þ u1ðu1 ' 1Þ@1 þ u1ð1' u6Þu3@3*

¼ 1
ffiffiffiffiffiffi
$9

p ð1' u3 ' u2u4 þ u2u3u4u5ÞðD1 ' u1Þ; (19)

and

~! 8ðu; v; wÞ % ð1' u' vþ uvwÞ!8ðu; v; wÞ: (20)

We find it convenient to convert (18) into a differential
equation for the symbol of ~"9, which reads

~D 1Sð ~"9Þðu1; . . . ; u6Þ ¼ Sð ~!8Þðu3; u4u2; u5Þ: (21)

Here the differentiation of a symbol is defined by

@xða1 + . . . + an'1 + anÞ ¼ @x logðanÞ ( a1 + . . . + an'1:

(22)

The following set of variables is useful to describe the
solution,

Wi %
gi '

ffiffiffiffiffiffi
$9

p

gi þ
ffiffiffiffiffiffi
$9

p ; i ¼ 1 . . . 6; (23)

where

g1 % 1' u1 ' u2 þ u3 þ u1u2u4 ' u2u3u5 ' 2u3u6

þ u1u3u6 þ 2u2u3u5u6 ' u1u2u3u4u5u6;

g4 % 1' u1 ' u2 ' u3 þ 2u1u2 ' u1u2u4 þ u2u3u5

þ u1u3u6 ' 2u1u2u3u5u6 þ u1u2u3u4u5u6;

and where g2, g3 ðg5; g6Þ are obtained from g1 (g4) by
cyclic mappings 1 ! 2 ! 3 ! 1; 4 ! 5 ! 6 ! 4. These
variables have a nice behavior under the differential op-
erators, e.g.,
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